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Abstract. Given a closed n-manifold, we consider the set of simple homotopy types of n-

manifolds within its homotopy type, called its simple homotopy manifold set. We characterise it
in terms of algebraic K-theory, the surgery obstruction map, and the homotopy automorphisms

of the manifold. We use this to construct the first examples, for all n ≥ 4 even, of closed

n-manifolds that are homotopy equivalent but not simple homotopy equivalent. In fact, we
construct infinite families with pairwise the same properties, and our examples can be taken to

be smooth for n ≥ 6.

Our key examples are homotopy equivalent to the product of a circle and a lens space. We
analyse the simple homotopy manifold sets of these manifolds, determining exactly when they

are trivial, finite, and infinite, and investigating their asymptotic behaviour. The proofs involve

integral representation theory and class numbers of cyclotomic fields. We also compare with the
relation of h-cobordism, and produce similar detailed quantitative descriptions of the manifold

sets that arise.

1. Introduction

1.1. Background and main results. One of the earliest triumphs in manifold topology was
the classification of 3-dimensional lens spaces up to homotopy equivalence, and up to homeomor-
phism, due to Seifert-Threlfall, Reidemeister, Whitehead, and Moise [TS33TS33,Rei35Rei35,Whi41Whi41,Moi52Moi52];
see [Coh73Coh73] for a self-contained treatment and [Vol13Vol13] for a detailed history. The two classifications
do not coincide e.g. L(7, 1) and L(7, 2) are famously homotopy equivalent but not homeomorphic.

The homeomorphism classification made use of Reidemeister torsion to distinguish homotopy
equivalent lens spaces. While trying to understand this more deeply, J.H.C. Whitehead defined the
notion of simple homotopy equivalence [Whi39Whi39,Whi41Whi41,Whi49Whi49,Whi50Whi50]. A homotopy equivalence
f : X → Y between CW complexes is said to be simple if it is homotopic to the composition
of a sequence of elementary expansions and collapses; see Section 22 for the precise definition.
Chapman [Cha74Cha74] showed that every homeomorphism f : X → Y between compact CW complexes
is a simple homotopy equivalence, and so we have:

homeomorphism ⇒ simple homotopy equivalence ⇒ homotopy equivalence.

Whitehead showed that the homeomorphism classification of 3-dimensional lens spaces coincides
with the classification up to simple homotopy equivalence, so there are many examples of homotopy
but not simple homotopy equivalent lens spaces, e.g. L(7, 1) and L(7, 2). Higher dimensional lens
spaces give rise to similar examples in all odd dimensions ≥ 5 [Coh73Coh73], and infinite such families
of odd-dimensional manifolds were produced by Jahren-Kwasik [JK15JK15].

This article constructs the first examples of closed manifolds, in all even dimensions 2k ≥ 4,
that are homotopy but not simple homotopy equivalent. In fact, we produce infinite families.

From now on, n ≥ 4 will be an integer and an n-manifold will be a compact, connected, CAT
n-manifold where CAT ∈ {Diff,PL,TOP} is the category of either smooth, piecewise linear, or
topological manifolds. Manifolds will also be assumed closed unless otherwise specified. We will
also frequently make use of the following hypothesis.

Hypothesis 1.1. If n = 4, we assume CAT = TOP and restrict to manifolds M such that π1(M) is
good in the sense of Freedman (see [FQ90FQ90,KOPR21KOPR21]).

Theorem A. Let n ≥ 4 be even and let CAT be as in Hypothesis 1.11.1. Then there exists an
infinite collection of orientable CAT n-manifolds that are all homotopy equivalent but are pairwise
not simple homotopy equivalent.
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It is currently open whether all topological 4-manifolds are homeomorphic to CW complexes.
Thus, the definition of simple homotopy equivalence given previously does not apply when n = 4
and CAT = TOP. For a more general definition that does apply in this case, see Definition 2.32.3.

We note that if M1 ≃ N1 and M2 ≃ N2 are two pairs of homotopy equivalent (but not nec-
essarily simple homotopy equivalent) odd dimensional manifolds, then M1 × M2 ≃s N1 × N2

(Corollary 2.332.33), so even dimensional examples cannot be constructed in such a straightforward
way from odd dimensional examples.

1.2. Simple homotopy manifold sets. Beyond finding the first examples of even-dimensional
manifolds that are homotopy equivalent but not simple homotopy equivalent, in order to quantify
this phenomenon we study the following manifold sets. Writing ≃ for homotopy equivalence and ≃s
for simple homotopy equivalence, for a CAT n-manifold M we introduce the simple homotopy
manifold set

Mh
s (M) := {CAT n-manifolds N | N ≃M}/ ≃s

This is the set of manifolds homotopy equivalent to M up to simple homotopy equivalence. Our
main examples will be manifolds homotopy equivalent to S1 × L, where L is a lens space.

We prove that for manifolds of the form M = S1 × L, the size of Mh
s (M) can be trivial, finite

and arbitrarily large, and infinite, and we determine precisely when each eventuality occurs. In
particular the existence of the latter case implies Theorem AA. For an integer m ≥ 2, let Cm denote
the cyclic group of order m, and let C∞ denote the infinite cyclic group.

Theorem B. Let n ≥ 4 be even and let CAT be as in Hypothesis 1.11.1. Let Mn
m = S1 × L, where

L is an (n− 1)-dimensional lens space with π1(L) ∼= Cm, m ≥ 2. Then

(a) |Mh
s (M

n
m)| only depends on n and m, and is independent of the choice of L or CAT;

(b) |Mh
s (M

n
m)| = 1 if and only if m ∈ {2, 3, 5, 6, 7, 10, 11, 13, 14, 17, 19};

(c) |Mh
s (M

n
m)| = ∞ if and only if m is not square-free;

(d) |Mh
s (M

n
m)| → ∞ as m→ ∞, uniformly in n.

The ingredients of the proof will be discussed in Sections 1.41.4 to 1.61.6. They rely on an analysis
of the Whitehead group [Whi50Whi50]. For a group G, Whitehead defined this group, Wh(G), and
associated to a homotopy equivalence f : X → Y its Whitehead torsion τ(f) ∈ Wh(π1(Y )). He
proved the fundamental result that τ(f) = 0 if and only if f is simple.

First we will prove Theorem EE (see Section 1.41.4), which characterises simple homotopy manifold
sets in a general setting. It identifies Mh

s (M) with the orbit set of an action of hAut(M) on
a subgroup of Wh(π1(M)), which depends on the surgery obstruction map in the surgery exact
sequence of M . This is analogous to how the set of manifolds homotopy equivalent to a given
Poincaré complex can be computed as a quotient of its structure set. However, we prove (see
Corollary 1.31.3) that for some fundamental groups, including C∞ × Cm, the relevant subgroup of
Wh(π1(M)) depends only on π1(M) and the orientation character of M . To study this subgroup
for S1 × L, we will use representation theory and number theory, as explained in Section 1.61.6.

The action of a homotopy automorphism g ∈ hAut(M) on Wh(π1(M)) is determined by its
Whitehead torsion τ(g) ∈ Wh(π1(M)) and the induced homomorphism π1(g) ∈ Aut(π1(M)) (see
Definition 4.34.3). To understand this action for the manifolds S1 ×L, the key result is the following
(see Theorem 6.66.6):

Theorem 1.2. Every homotopy automorphism f : S1 × L→ S1 × L is simple.

This result explains why we are able to so accurately compute simple homotopy manifold sets
for this class of manifolds. Note though that further work is still required, since the action of
hAut(S1 × L) on π1(S

1 × L) is nontrivial. See Section 1.51.5 for further details.

1.3. Comparison with h-cobordism. Recall that a cobordism (W ;M,N) of closed manifolds is
an h-cobordism if the inclusion mapsM →W and N →W are homotopy equivalences. The notion
of an h-cobordism is central to manifold topology. Smale’s h-cobordism theorem [Sma61Sma61, Sma62Sma62,
Mil65Mil65], together with its extensions to other categories and dimension 4 in [Sta67Sta67,KS77KS77, FQ90FQ90],
states that under Hypothesis 1.11.1, every simply-connected h-cobordism is CAT-equivalent to the
productM×I. To generalise the h-cobordism theorem to non-simply connected manifolds, one also
considers s-cobordisms. An s-cobordism (W ;M,N) is a cobordism for which the inclusionsM →W
and N → W are simple homotopy equivalences. The CAT s-cobordism theorem [Bar63Bar63,Maz63Maz63,
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Sta67Sta67, KS77KS77, FQ90FQ90] states that under Hypothesis 1.11.1, CAT equivalence classes of h-cobordisms
based on M are in bijection with Wh(π1(M)), with the bijection given by taking the Whitehead
torsion of the inclusion M → W (Theorem 3.13.1). In particular every s-cobordism is a product.
This theorem underpins manifold classification in dimension at least 4.

The s-cobordism theorem is one of the tools that we can use to construct homotopy equivalent
but not simple homotopy equivalent manifolds (see Sections 3.13.1 and 4.24.2), and we note that the
examples constructed this way are always h-cobordant. This leads us to consider two refined
versions of the problem of finding homotopy but not simple homotopy equivalent manifolds, where
the manifolds are also required to be h-cobordant, or required not to be h-cobordant. We introduce
the corresponding variations of Mh

s (M):

MhCob
s (M) := {CAT n-manifolds N | N is h-cobordant to M} / ≃s

Mh
s,hCob(M) := {CAT n-manifolds N | N ≃M} /⟨≃s,hCob⟩

where ⟨≃s,hCob⟩ denotes the equivalence relation generated by simple homotopy equivalence and
h-cobordism. We also note that the sets MhCob

s (M) and Mh
s,hCob(M) will arise naturally in the

computation of Mh
s (M) in Theorem EE below.

The next theorem shows that we obtain many examples where MhCob
s (M) is nontrivial. Thus,

even if we restrict to h-cobordant manifolds, many of the simple homotopy sets we consider remain
large. As with Mh

s (M), the sets MhCob
s (M) can be trivial, finite, or infinite, all for manifolds

of the form M = S1 × L, where L is a lens space. Again using our number theoretic analysis of
the Whitehead group, we determine precisely when each eventuality occurs, and we analyse the
asymptotic behaviour.

Theorem C. Let n ≥ 4 be even and let CAT be as in Hypothesis 1.11.1. Let Mn
m = S1 × L, where

L is an (n− 1)-dimensional lens space with π1(L) ∼= Cm, m ≥ 2. Then

(a) |MhCob
s (Mn

m)| only depends on n and m, but it is independent of the choice of L or CAT;
(b) |MhCob

s (Mn
m)| = 1 if and only if m ∈ {2, 3, 5, 6, 7, 10, 11, 13, 14, 15, 17, 19, 29};

(c) |MhCob
s (Mn

m)| = ∞ if and only if m is not square-free;
(d) |MhCob

s (Mn
m)| → ∞ as m→ ∞ uniformly in n.

On the other hand, we also discover a wealth of interesting behaviour when we also factor out
by h-cobordism.

Theorem D. Let n ≥ 4 be even and let CAT be as in Hypothesis 1.11.1. Let Mn
m = S1 × L, where

L is an (n− 1)-dimensional lens space with π1(L) ∼= Cm, m ≥ 2. Then

(a) |Mh
s,hCob(M

n
m)| only depends on n and m, but it is independent of the choice of L or CAT;

(b) lim inf
m→∞

(
sup
n

|Mh
s,hCob(M

n
m)|
)
= 1;

(c) |Mh
s,hCob(M

n
m)| <∞ for all n and m;

(d) lim sup
m→∞

(
inf
n

|Mh
s,hCob(M

n
m)|
)
= ∞.

Note that part (bb) says that there are infinitely many m with |Mh
s,hCob(M

n
m)| = 1 for every n,

while part (dd) says that infn |Mh
s,hCob(M

n
m)| is unbounded in m.

1.4. Characterisation of simple homotopy manifold sets. In Theorem EE below, we char-
acterise the simple homotopy manifold sets Mh

s (M), MhCob
s (M), and Mh

s,hCob(M), for a CAT
n-manifold M , in terms of the Whitehead group, the homotopy automorphisms of M , and the
surgery obstruction map. All our main theorems above arise by applying these characterisations
to the manifolds S1 × L and computing the objects that appear in Theorem EE.

An orientation character w : G → C2 determines an involution x 7→ x on the Whitehead group
Wh(G) (see Section 2.22.2), and we will write Wh(G,w) to specify that Wh(G) is equipped with this
involution. Define:

Jn(G,w) = {y ∈ Wh(G,w) | y = −(−1)ny} ≤ Wh(G,w),

In(G,w) = {x− (−1)nx | x ∈ Wh(G,w)} ≤ Jn(G,w).
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The Tate cohomology group Ĥn+1(C2;Wh(G,w)) is canonically identified with Jn(G,w)/In(G,w)
(see Proposition 9.59.5), and we will denote the quotient map by

π : Jn(G,w) → Ĥn+1(C2;Wh(G,w)).

If w ≡ 1 is the trivial character, then we omit it from the notation.
There is an action of hAut(M) on Wh(G,w) (as a set) such that if f : N → M is a homotopy

equivalence and g ∈ hAut(M), then τ(f)g = τ(g ◦ f). Let q : Wh(G,w) → Wh(G,w)/ hAut(M)

denote the quotient map, let ϱ : Ĥn+1(C2;Wh(G,w)) → Lsn(ZG,w) be the homomorphism from
the Ranicki-Rothenberg exact sequence (3.13.1) (see [Sha69Sha69], [Ran80Ran80, §9]), and let σs : N (M) →
Lsn(ZG,w) be the surgery obstruction map (see Section 3.23.2). The following theorem is the basis
of our main results (see Theorems 4.114.11 and 4.164.16).

Theorem E. Let M be a CAT n-manifold with fundamental group G and orientation character
w : G→ {±1}, satisfying Hypothesis 1.11.1. There is a commutative diagram

MhCob
s (M) //

∼=
��

Mh
s (M) //

∼=
��

Mh
s,hCob(M)

∼=
��

q(In(G,w)) // (ϱ ◦ π)−1(Imσs)/ hAut(M) // ϱ−1(Imσs)/hAut(M)

where each row is a short exact sequence of pointed sets, and each vertical arrow is a bijection.

The subset Jn(G,w) is invariant under the action of hAut(M) on Wh(G,w), and there is an

induced action on Ĥn+1(C2;Wh(G,w)). In the statement above, the subsets

(ϱ ◦ π)−1(Imσs) ⊆ Jn(G,w) and ϱ−1(Imσs) ⊆ Ĥn+1(C2;Wh(G,w))

are both invariant under the induced actions of hAut(M). Note that if the subset I(G,w) is
invariant under the action of hAut(M) on Wh(G,w), then q(In(G,w)) = In(G,w)/hAut(M). It
follows from the exact sequence (3.13.1) that the image of the homomorphism ψ : Lhn+1(ZG,w) →
Ĥn+1(C2;Wh(G,w)) is contained in ϱ−1(Imσs) and so we obtain the following corollary.

Corollary 1.3. Let M be a CAT n-manifold with fundamental group G and orientation character

w : G→ {±1}, satisfying Hypothesis 1.11.1. If ψ : Lhn+1(ZG,w) → Ĥn+1(C2;Wh(G,w)) is surjective,
then we have

Mh
s (M) ∼= Jn(G,w)/ hAut(M), Mh

s,hCob(M) ∼= Ĥn+1(C2;Wh(G,w))/ hAut(M).

The advantage of Corollary 1.31.3 is that Jn(G,w) and Ĥn+1(C2;Wh(G,w)) (and, more gener-
ally, Imψ) only depend on G and w, while Imσs depends on M a priori. This will allow us to
apply Corollary 1.31.3 by separately analysing the involution on Wh(G,w) and the homotopy auto-
morphisms of M . Note also that, in cases where M can be regarded as a manifold in multiple

categories, the sets q(In(G,w)), Jn(G,w)/ hAut(M) and Ĥn+1(C2;Wh(G,w))/hAut(M) do not
depend on the choice of CAT.

To prove Theorem EE, first we observe that if N is a manifold homotopy equivalent to M , then
the set of Whitehead torsions of all possible homotopy equivalences f : N → M forms an orbit
of the action of hAut(M) on Wh(G,w). By considering the different restrictions and equivalence
relations on these manifolds N , we obtain maps from the various simple homotopy manifold sets of
M to subsets/subquotients of Wh(G,w)/hAut(M). We then verify that these maps are injective,
and the remaining task is to determine their images.

For MhCob
s (M), we use the s-cobordism theorem. For every x ∈ Wh(G,w) there is an h-

cobordism (W ;M,N) with Whitehead torsion x, and then τ(f) = −x+(−1)nx for the induced ho-
motopy equivalence f : N →M (see Proposition 2.382.38). This shows that every element of In(G,w)
can be realised as the torsion of a homotopy equivalence N →M for some N that is h-cobordant to
M . For Mh

s,hCob(M), we use the surgery exact sequence combined with the exact sequence (3.13.1) to

describe the set of values of π(τ(f)) for all homotopy equivalences f : N →M (see Proposition 3.63.6).
Finally, the characterisation of Mh

s (M) is obtained by combining the results on MhCob
s (M) and

Mh
s,hCob(M).
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1.5. Outline of the proof of Theorems BB, CC and DD. Recall that a lens space L := S2k−1/Cm
of dimension 2k− 1 ≥ 3 is a quotient of S2k−1 by a free action of a finite cyclic group Cm for some
m ≥ 2. The action is determined by a k-tuple of integers (q1, . . . , qk) with qj coprime to m for all
j. The fundamental group is π1(L) ∼= Cm.

First we considerMhCob
s (S1×L) and the proof of Theorem BB (and hence Theorem AA). The proof

is based on applying Corollary 1.31.3 to S1 × L. This is possible, because the map ψ : Lhn+1(Z[C∞ ×
Cm]) → Ĥn+1(C2;Wh(C∞ ×Cm)) is surjective for n = 2k (see Proposition 3.123.12), and we get that
Mh

s (S
1×L) ∼= Jn(C∞×Cm)/hAut(S1×L). For the homotopy automorphisms of S1×L, we will

use the following, expanding on Theorem 1.21.2 (see Theorems 6.56.5 and 6.66.6).

Theorem 1.4.

(a) Every homotopy automorphism f : S1 × L→ S1 × L is simple.
(b) If π1 : hAut(S1 × L) → Aut(C∞ ×Cm) is the map given by taking the induced automorphism

on the fundamental group, then Im(π1) =
{
( a b0 c ) ∈ Aut(C∞ × Cm) | ck ≡ ±1 mod m

}
.

Part (aa) implies that the action of hAut(S1×L) on Wh(C∞×Cm) factors through the action of
Aut(C∞×Cm), which acts on Wh(C∞×Cm) via automorphisms, using the functoriality of Wh (see
Definition 4.34.3 and Remark 4.94.9). Therefore every orbit has cardinality at most |Aut(C∞ ×Cm)| <
2m2, and |Jn(C∞ × Cm)/ hAut(S1 × L)| = 1 if and only if Jn(C∞ × Cm) = 0. Moreover, since it
follows from part (bb) that Im(π1 : hAut(S1 × L) → Aut(C∞ × Cm)) is independent of the choice
of the integers (q1, . . . , qk), the same is true for Jn(C∞ × Cm)/ hAut(S1 × L), proving part (aa) of
Theorem BB.

So it remains to study the involution on Wh(C∞×Cm) and prove the corresponding statements
about |Jn(C∞ × Cm)|. First, the fundamental theorem for K1(ZCm[t, t−1]) gives rise to a direct
sum decomposition (see Theorem 5.95.9):

Wh(Cm × C∞) ∼= Wh(Cm)⊕ K̃0(ZCm)⊕NK1(ZCm)2

where K̃0 is the reduced projective class group, and NK1 is the so-called Nil group. All summands
have natural involutions, which are compatible with this isomorphism. Using that Jn(Cm) = 0 (see
Proposition 5.135.13), we obtain the following decomposition for Jn(C∞×Cm) (see Proposition 5.105.10):

Jn(C∞ × Cm) ∼= {x ∈ K̃0(ZCm) | x = −x} ⊕NK1(ZCm).

In this decomposition the first component is always finite (see Lemma 5.125.12), so Theorem BB (cc)
is proved by the following (see Theorems 5.75.7 and 5.85.8).

Theorem 1.5 (Bass-Murthy, Martin, Weibel, Farrell). If m is square-free then NK1(ZCm) = 0.
Otherwise NK1(ZCm) is infinite.

For the remaining parts (bb) and (dd) of Theorem BB, we need to study the involution on K̃0(ZCm)

and prove the analogous statements about {x ∈ K̃0(ZCm) | x = −x} in the case where m is square-
free. This will be achieved using methods from algebraic number theory, and discussed further in
Section 1.61.6 (see Theorem 1.61.6 below).

Now we consider MhCob
s (S1 × L) and the proof of Theorem CC. According to Theorem EE we

need to analyse In(C∞ × Cm). We can do this similarly to Jn(C∞ × Cm). The former has the
following decomposition (see Proposition 5.105.10):

In(C∞ × Cm) ∼= {x− x | x ∈ K̃0(ZCm)} ⊕NK1(ZCm).

It follows from Theorem 1.41.4 that In(C∞ × Cm) is invariant under the action of hAut(S1 × L),
so q(In(C∞ × Cm)) can be expressed as In(C∞ × Cm)/ hAut(S1 × L). Thus by Theorem EE we
have MhCob

s (S1 × L) ∼= In(C∞ × Cm)/ hAut(S1 × L). By Theorems 1.41.4 and 1.51.5, together with
Theorem 1.71.7 below, this leads to Theorem CC.

Finally, we consider Mh
s,hCob(S

1 × L) and the proof of Theorem DD. By Corollary 1.31.3, this is

isomorphic to Ĥn+1(C2;Wh(C∞ × Cm))/hAut(S1 × L). The decomposition of Wh(C∞ × Cm)

induces an isomorphism Ĥn+1(C2;Wh(C∞ × Cm)) ∼= Ĥn+1(C2; K̃0(ZCm)). Hence, as above, it

remains to consider the involution on K̃0(ZCm), but the behaviour of Ĥn+1(C2;Wh(C∞×Cm)) is
different from Jn(C∞ ×Cm) and In(C∞ ×Cm), in particular it is always finite. The key algebraic
input comes from Theorem 1.81.8 below.
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1.6. The involution on K̃0(ZCm). In light of the discussion in Section 1.51.5, detailed information

regarding the involution on K̃0(ZCm) is required in order to complete the proofs of parts (bb)
and (dd) in each of Theorems BB, CC, and DD. The purpose of Part 33 is to explore this involution in
detail and to establish the following three theorems which are the key algebraic ingredients behind
the proofs of Theorems BB, CC, and DD respectively.

Theorem 1.6. Let m ≥ 2 be a square-free integer. Then

(i) |{x ∈ K̃0(ZCm) | x = −x}| = 1 if and only if m ∈ {2, 3, 5, 6, 7, 10, 11, 13, 14, 17, 19}; and
(ii) |{x ∈ K̃0(ZCm) | x = −x}| → ∞ super-exponentially in m.

Theorem 1.7. Let m ≥ 2 be a square-free integer. Then

(i) |{x− x | x ∈ K̃0(ZCm)}| = 1 if and only if m ∈ {2, 3, 5, 6, 7, 10, 11, 13, 14, 15, 17, 19, 29}; and
(ii) |{x− x | x ∈ K̃0(ZCm)}| → ∞ super-exponentially in m.

Theorem 1.8. Let m ≥ 2 be an integer. Then

(i) |{x ∈ K̃0(ZCm) | x = −x}/{x− x | x ∈ K̃0(ZCm)}| = 1 for infinitely many m; and

(ii) sup
n≤m

|{x ∈ K̃0(ZCm) | x = −x}/{x− x | x ∈ K̃0(ZCm)}| → ∞ exponentially in m.

We will now explain the strategy of proof of these three theorems, as well as some of the key

ingredients. The first thing to note is that, whilst K̃0(R) is difficult to compute for an arbitrary
ring, it is often computable in the case where R = ZG for a finite group G since finitely generated
projective ZG-modules P are all locally free, i.e. Zp ⊗Z P is a free ZpG module for all primes p,

where Zp denotes the p-adic integers. In particular, K̃0(ZG) ∼= C(ZG) where C(·) denotes the
locally free class group (see Section 8.18.1). The general strategy for determining the involution on

K̃0(ZCm) is to note that, since K̃0(ZCm) ∼= C(ZCm), we can fit K̃0(ZCm) into a short exact
sequence of abelian groups:

0 → D(ZCm) → K̃0(ZCm) →
⊕
d|m

C(Z[ζd]) → 0

where D(ZCm) denotes the kernel group of ZCm (see Section 8.28.2) and C(Z[ζd]) denotes the ideal
class group of Z[ζd], where ζd denotes a primitive dth root of unity. The standard involution on

K̃0(ZCm) restricts to D(ZCm) and induces the involution given by conjugation on each C(Z[ζd])
(see Section 10.110.1).

The proofs of Theorems 1.61.6 and 1.71.7 are intertwined and can be found in Section 11.111.1. The
approach we will take is to use Lemma 9.39.3, and its consequence Lemma 11.411.4, which allow us to

obtain information about the orders |{x ∈ K̃0(ZCm) | x = −x}| and |{x−x | x ∈ K̃0(ZCm)}| from
the orders of the corresponding groups |{x ∈ A | x = −x}| and |{x−x | x ∈ A}| in the cases where
A = D(ZCm) or C(Z[ζd])) for some d | m.

The key lemma which makes this approach possible is the following, which is a part of Propo-
sition 10.410.4. Let hm = |C(Z[ζm])| denotes the class number of the mth cyclotomic field, and recall
that it splits as a product hm = h+mh

−
m for integers h+m = |C(Z[ζm + ζ−1

m ])| and h−m known as the
plus and minus parts of the class number. For an integer m, we let odd(m) denote the odd part
of m, i.e. the unique odd integer r such that m = 2kr for some k.

Lemma 1.9. We have that odd(h−m) ≤ |{x− x | x ∈ C(Z[ζm])}|.

It was shown by Horie [Hor89Hor89], using results from Iwasawa theory [Fri81Fri81], that there exists
finitely manym for which odd(h−m) = 1 and odd(h−m) → ∞ (see Proposition 10.710.7). Since Lemma 1.91.9
also gives a lower bound on |{x ∈ C(Z[ζm]) | x = −x}|, this is enough to prove part (iiii) of
Theorems 1.61.6 and 1.71.7 and to reduce the proof of part (ii) to checking finitely many cases. These
cases are dealt with via a variety of methods such as analysing the group structure on C(Z[ζm])
(see the proof of Proposition 11.611.6) and the studying the involution on D(ZCm) by relating it to
maps between units groups (see Sections 10.410.4 and 11.111.1).

The proof of Theorem 1.81.8 can be found in Section 11.211.2. Our approach will be based on the
isomorphism

{x ∈ K̃0(ZCm) | x = −x}
{x− x | x ∈ K̃0(ZCm)}

∼= Ĥ1(C2; K̃0(ZCm))



SIMPLE HOMOTOPY TYPES OF EVEN DIMENSIONAL MANIFOLDS 7

where K̃0(ZCm) is viewed as a ZC2-module with the C2-action given by the involution (see Proposi-
tion 9.59.5). The short exact sequence above induces a 6-periodic exact sequence on Tate cohomology

(Proposition 9.79.7). This, combined with the fact that Ĥn(C2;A) for A finite only depends on its
2-Sylow subgroup A(2) (Proposition 9.99.9) gives the following, which is a part of Lemma 11.1311.13.

Lemma 1.10. If hm is odd, then Ĥ1(C2; K̃0(ZCm)) ∼= Ĥ1(C2;D(ZCm)). In particular, if hm and

|D(ZCm)| are both odd, then Ĥ1(C2; K̃0(ZCm)) = 0.

Using Iwasawa theory, Washington [Was75Was75] showed that h3n is odd for all n ≥ 1 (see also work
of Ichimura–Nakajima [IN12IN12] which extends this to more primes p ≤ 509). Since C3n is a 3-group,
|D(ZC3n)| is an abelian 3-group and so is odd [CR87CR87, Theorem 50.18]. By Lemma 1.101.10, this

implies that |Ĥ1(C2; K̃0(ZC3n))| = 1 for all n ≥ 1 which gives Theorem 1.81.8 (ii).
On the other hand, by Weber’s theorem, h2n is odd for all n ≥ 1 (see Lemma 10.1010.10). Using a

result of Kervaire–Murthy [KM77KM77] which relatesD(ZC2n) withD(ZC2n+1) (Proposition 10.1910.19), and

the 6-periodic exact sequence on Tate cohomology (Lemma 11.1311.13), we show that |Ĥ1(C2;D(ZC2n))|
is unbounded as n→ ∞. By Lemma 1.101.10, this implies Theorem 1.81.8 (iiii).

Organisation of the paper. The paper will be structured into three parts. In Part 11 we develop
the necessary background on simple homotopy equivalence, Whitehead torsion and h-cobordisms.
We will then prove Theorem EE, which is our main general result. In Part 22 we study the manifolds

L× S1, leading to the proofs of Theorems BB, CC, and DD subject to results about K̃0(ZCm). Part 33
follows on from Section 1.61.6: we develop the necessary background on integral representation theory

and algebraic number theory. We then study the involution of K̃0(ZCm), leading to proofs of
Theorems 1.61.6-1.81.8.

Conventions. The following will be in place throughout this article, unless otherwise specified.
As above, n ≥ 4 will be an integer and an n-manifold will be a compact connected CAT n-
manifold where CAT ∈ {Diff,PL,TOP}. They will be assumed closed except where it is clear
from the context that they are not, e.g. thickenings and cobordisms. We will frequently assume
Hypothesis 1.11.1 but will state this as needed. Groups will be assumed to be finitely presented.
Rings R will be assumed to have a multiplicative identity, and R-modules will be assumed to be
finitely generated.

Acknowledgements. We are grateful to Daniel Kasprowski and Arunima Ray for discussions on
the s-cobordism theorem, to Henri Johnston, Rachel Newton, and Jack Shotton for advice on ideal
class groups, and to Scott Schmieding for discussions on Nil groups.

CsN was supported by EPSRC New Investigator grant EP/T028335/2. JN was supported by
the Heilbronn Institute for Mathematical Research. MP was partially supported by EPSRC New
Investigator grant EP/T028335/2 and EPSRC New Horizons grant EP/V04821X/2.

Part 1. General results

In this part we will establish general results regarding simple homotopy equivalence. This will
be the basis for our applications in Part 22. In Section 22, we will recall the basic theory of simple
homotopy equivalence, culminating in constraints on the Whitehead torsion of homotopy equiva-
lences between manifolds. Section 33 concerns the two methods which we will use for constructing
manifolds: via h-cobordisms (Section 3.13.1) and via the surgery exact sequence (Section 3.23.2). In
Section 44 we study the simple homotopy manifolds sets and prove Theorem EE.

2. Preliminaries

In this section we recall the definition of simple homotopy equivalence, the Whitehead group
and the Whitehead torsion, as well as some of their basic properties. Our main sources are Milnor
[Mil66Mil66], Cohen [Coh73Coh73], and Davis-Kirk [DK01DK01].
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2.1. Simple homotopy equivalence. Let X be a CW complex and let ϕ : Dn → X be a cellular
map. Divide the boundary of the closed (n+1)-cell en+1 into two n-discs, ∂en+1 ∼= Dn ∪Sn−1 Dn,
gluing along the first copy of Dn ⊆ ∂en+1. Then the inclusion X → X ∪ϕ en+1 is called an
elementary expansion. There is a deformation retract X ∪ϕ en+1 → X in the other direction, and
this is called an elementary collapse.

Definition 2.1. A homotopy equivalence f : X → Y between finite CW complexes is simple if f
is homotopic to a map that is a composition of finitely many elementary expansions and collapses

X = X0 → X1 → X2 → · · · → Xk = Y.

For a homotopy equivalence f : X → Y , Whitehead introduced an invariant τ(f), the White-
head torsion of f , which lies in the Whitehead group Wh(π1(Y )) of π1(Y ). We shall define both
the Whitehead group and the Whitehead torsion shortly. The motivation for the Whitehead tor-
sion is the following beautiful result, which completely characterises whether or not a homotopy
equivalence is simple.

Theorem 2.2 (Whitehead [Whi50Whi50]). A homotopy equivalence f : X → Y between CW complexes
X, Y is simple if and only if τ(f) = 0 ∈ Wh(π1(Y )).

In dimensions n ̸= 4, every closed n-manifold admits an n-dimensional CW structure; see Kirby-
Siebenmann [KS77KS77, III.2.2] for n ≥ 5, [Rad26Rad26] for n = 2 and [Moi52Moi52] for n = 3. In dimension 4,
it is an open question whether this holds. Certainly every smooth or PL n-manifold admits an
n-dimensional triangulation, and hence a CW structure.

We explain how the notion of simple homotopy equivalence makes sense for 4-manifolds, even
those for which we do not know whether they admit a CW structure. The procedure, which is due
to Kirby-Siebenmann [KS77KS77, III, §4] works for any dimension, so we work in this generality.

Let M be a topological n-manifold. Embed M in high-dimensional Euclidean space. By [KS77KS77,
III, §4], there is a normal disc bundle D(M) → M that admits a triangulation and hence a CW
structure. The inclusion map zM : M → D(M) of the 0-section is a homotopy equivalence. Let
z−1
M denote the homotopy inverse of zM .

Definition 2.3. We say that a homotopy equivalence f : M → N between topological manifolds is
simple if the composition zN ◦f ◦z−1

M : D(M) → D(N) is simple. Kirby-Siebenmann [KS77KS77, III, §4]
showed that whether or not this composition is simple does not depend on the choice of normal
disc bundle nor on the choice of triangulation.

Remark 2.4. Simple homotopy theory in fact extends beyond topological manifolds. By West’s
resolution of the Borsuk conjecture [Wes77Wes77], a compact ANR has a canonical simple type. Han-
ner [Han51Han51] showed that compact topological manifolds are compact ANRs.

If M , N are smooth or PL, we can ask whether f is simple using the canonical class of triangu-
lations of M and N , or by forgetting the smooth/PL structures and using the Kirby-Siebenmann
method from Definition 2.32.3.

Proposition 2.5 (Kirby-Siebenmann [KS77KS77, III.5.1]). For CAT ∈ {Diff,PL}, a homotopy equiv-
alence f : M → N between CAT manifolds M and N is simple with respect to their canonical class
of triangulations if and only if it is simple with respect to Definition 2.32.3.

Hence we have a coherent notion of simple homotopy equivalence in all three manifold categories.
We remark that Proposition 2.52.5 can also be proven using the following theorem of Chapman.

Theorem 2.6 (Chapman [Cha74Cha74]). Let f : X → Y be a homeomorphism between compact, con-
nected CW complexes. Then f is a simple homotopy equivalence.

Thus for closed manifoldsM andN that admit a CW structure, one can deduce from Chapman’s

Theorem 2.62.6 that the question of whether f : M
≃−→ N is simple does not depend on the CW

structures. Thus the extra work using disc bundles in Definition 2.32.3 is only required for non-
smoothable topological 4-manifolds.
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2.2. The Whitehead group.

Definition 2.7. For a ring R, let GL(R) = colimnGLn(R), where we take the colimit with respect
to the inclusions GLn(R) ↪→ GLn+1(R), A 7→ (A 0

0 1 ). Define

K1(R) := GL(R)ab.

The Whitehead lemma [Mil66Mil66, Lemma 1.1] states that the commutator subgroup of GL(R)
is equal to the subgroup E(R) generated by elementary matrices (i.e. the matrices E such that
A 7→ EA is an elementary row operation). It follows that we can also write

K1(R) = GL(R)/E(R).

Definition 2.8. Define the Whitehead group of a group G to be Wh(G) = K1(ZG)/±G, where
the map ±G→ K1(ZG) is the composition ±G ⊆ GL1(ZG) ⊆ GL(ZG) → K1(ZG).

Note that Wh is a functor from the category of groups to the category of abelian groups. The
map induced by a homomorphism θ : G→ H will be denoted by θ∗ : Wh(G) → Wh(H). Similarly,
for a continuous map f : X → Y between topological spaces, the map induced by π1(f) : π1(X) →
π1(Y ) will be denoted by f∗ : Wh(π1(X)) → Wh(π1(Y )).

The isomorphism type of Wh(G) is known in some cases. For us the following examples will be
relevant.

Proposition 2.9 (Stallings [Sta65Sta65]). If G is a finitely generated free group, then Wh(G) = 0.

Proposition 2.10 ([Coh73Coh73, (11.5)]). If Cm is the finite cyclic group of order m, then

Wh(Cm) ∼= Z⌊m/2⌋+1−δ(m)

where δ(m) is the number of positive integers dividing m.

The Whitehead group Wh(G) of a group G is equipped with a natural involution, i.e. an au-
tomorphism x 7→ x such that x = x. Equivalently, it has a ZC2-module structure, where the
generator of C2 acts by the involution. We will describe this involution below.

Let R be a ring with involution, i.e. a ring equipped with a map x 7→ x that is an involution
on R as an abelian group, and satisfies xy = y · x. This induces an involution on GL(R), sending
A = (Aij) ∈ GLn(R) to A = (Aji) ∈ GLn(R), the conjugate transpose of A. Note that this is
perhaps non-standard notation for the conjugate transpose. We use this convention so that the
notation for involutions is consistent. This involution preserves the subgroup E(R) ⊆ GL(R) and
so induces an involution K1(R).

If G is a group and w : G → {±1} is an orientation character, i.e. a homomorphism from G to

{±1}, then the integral group ring ZG has an involution given by
∑k
i=1 nigi 7→

∑k
i=1 w(gi)nig

−1
i

for ni ∈ Z and gi ∈ G. The resulting involution on K1(ZG) preserves ±G and so induces an
involution on Wh(G).

Definition 2.11. We will write Wh(G,w) for the abelian group Wh(G) equipped with the invo-
lution determined by the orientation character w : G → {±1}. This can equivalently be regarded
as a ZC2-module. When w ≡ 1 is the trivial homomorphism, we will omit it from the notation
and write Wh(G) for Wh(G, 1).

Note that the choice of w only affects the involution, and Wh(G,w) is equal to Wh(G) as an
abelian group. Next we define two subgroups of Wh(G,w) which will play an important rôle in
the rest of this article.

Definition 2.12. For a group G and a homomorphism w : G→ {±1}, define:
Jn(G,w) := {y ∈ Wh(G,w) | y = −(−1)ny} ≤ Wh(G,w)

In(G,w) := {x− (−1)nx | x ∈ Wh(G,w)} ≤ Wh(G,w)

We have In(G,w) ≤ Jn(G,w), and it follows from the definition of the Tate cohomology groups
(see Proposition 9.59.5) that there is a canonical isomorphism

Jn(G,w)/In(G,w) ∼= Ĥn+1(C2;Wh(G,w)).

We will denote the quotient map by

π : Jn(G,w) → Ĥn+1(C2;Wh(G,w)).



10 CSABA NAGY, JOHN NICHOLSON, AND MARK POWELL

2.3. The Whitehead torsion of a chain homotopy equivalence. Now we define the White-
head torsion in the algebraic setting. Let G be a group and let f : C∗ → D∗ be a chain ho-
motopy equivalence between finitely generated, free, based (left) ZG-module chain complexes.
Consider the algebraic mapping cone (C (f), ∂∗), which is also a finitely generated, free, based
ZG-module chain complex. Since f is a chain homotopy equivalence, C (f) is chain contractible;
see e.g. [Ran02Ran02, Proposition 3.14]. Choose a chain contraction s : C (f)∗ → C (f)∗+1. Now consider
the modules

C (f)odd :=

∞⊕
i=0

C (f)2i+1 and C (f)even :=

∞⊕
i=0

C (f)2i.

These are finitely generated, free, based ZG-modules. Since C (f) is contractible, its Euler char-
acteristic vanishes, and so these modules are of equal, finite rank. The collection of boundary
maps ⊕∞

i=0∂2i+1 with odd degree domain, and the collection of the maps in the chain contraction
⊕∞
i=0s2i+1 with odd degree domain, both give rise to homomorphisms from C (f)odd to C (f)even.

Using the given bases, their sum is an element of GL(ZG) [Coh73Coh73, (15.1)], and hence represents
an element of the Whitehead group.

Definition 2.13. The Whitehead torsion of f is the equivalence class

τ(f) :=
[ ∞⊕
i=0

(
∂2i+1 + s2i+1

)
: C (f)odd → C (f)even

]
∈ Wh(G).

This equivalence class is independent of the choice of the chain contraction s [Coh73Coh73, (15.3)].

Remark 2.14. Since C (f)odd and C (f)even are finitely generated, the sum in the definition of τ(f)
is a finite sum.

The equivalence class τ(f) remains invariant under permutations of the bases of C∗ and D∗, or
if a basis element is multiplied by (−1) or an element of G [Coh73Coh73, (15.2) and (10.3)].

Now we list some useful facts about τ . We fix the group G, and all chain complexes will be
assumed to be finitely generated, free, based, left ZG-module chain complexes.

Proposition 2.15 ([DK01DK01, Theorem 11.27]). Let f, g : C∗ → D∗ be homotopic chain homotopy
equivalences. Then τ(f) = τ(g).

Lemma 2.16 ([DK01DK01, Theorem 11.28]). Let f : C∗ → D∗ and g : D∗ → E∗ be chain homotopy
equivalences. Then τ(g ◦ f) = τ(f) + τ(g). In particular τ(Id) = 0.

We say that a short exact sequence 0 → C ′
∗ → C∗ → C ′′

∗ → 0 of chain complexes is based if the
basis of C∗ consists of the image of the basis of C ′

∗ and an element from the preimage of each basis
element of C ′′

∗ .

Lemma 2.17. Let 0 → C ′
∗ → C∗ → C ′′

∗ → 0 and 0 → D′
∗ → D∗ → D′′

∗ → 0 be based short exact
sequences of chain complexes, and let (f ′, f, f ′′) be a morphism between them, where f ′ : C ′

∗ → D′
∗,

f : C∗ → D∗, and f
′′ : C ′′

∗ → D′′
∗ are chain homotopy equivalences. Then τ(f) = τ(f ′) + τ(f ′′).

Proof. The given data determines a based short exact sequence 0 → C (f ′) → C (f) → C ′′(f) → 0
of mapping cones, so the statement follows from [DK01DK01, Theorem 11.23]. □

The following lemma gives a useful way to compute Whitehead torsion in favourable special
cases. We will apply it in Section 66.

Lemma 2.18. Let f : C∗ → D∗ be a chain map such that fi : Ci → Di is an isomorphism for each
i. Then [fi] ∈ Wh(G) for each i and τ(f) =

∑∞
i=0(−1)i[fi].

Proof. Let n = max {i | Ci ̸= 0}, we will prove the statement by induction on n. If n = 0, then
C (f)odd = C (f)1 ∼= C0, C (f)even = C (f)0 ∼= D0, and ∂1 = f0, so τ(f) = [f0] by Definition 2.132.13.

For the induction step define C ′
∗ by C ′

i = Ci if i < n and Ci = 0 otherwise, and define C ′′
∗ by

C ′′
n = Cn and Ci = 0 if i ̸= n. Define D′

∗, D
′′
∗ , f

′ : C ′
∗ → D′

∗, and f
′′ : C ′′

∗ → D′′
∗ analogously, and

apply Lemma 2.172.17. □

For a chain complex C∗ and an integer k we will denote by Ck+∗ the same chain complex with
shifted grading i 7→ Ck+i. Similarly, the cochain complex Ck−∗ is defined by changing the grading
to i 7→ Ck−i. The notation Ck+i and Ck−∗ is defined analogously for a cochain complex C∗.
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Lemma 2.19. Let f : C∗ → D∗ be a chain homotopy equivalence. For every k ∈ Z, it can also be
regarded as a chain homotopy equivalence f : Ck+∗ → Dk+∗, and we have τ(f : Ck+∗ → Dk+∗) =
(−1)kτ(f : C∗ → D∗).

Proof. If we shift the grading by an even number, then C (f)odd and C (f)even remain unchanged.
If we shift the grading by an odd number, then C (f)odd and C (f)even are swapped, and by
[Coh73Coh73, (15.1)], τ(f) changes its sign. □

Definition 2.20. Let f : C∗ → D∗ be a homotopy equivalence of cochain complexes of finitely
generated, free, based, left ZG-modules. It can be regarded as a homotopy equivalence of chain
complexes f : C−∗ → D−∗, and we define τ(f : C∗ → D∗) := τ(f : C−∗ → D−∗).

Next we describe how we can define the dual of a left R-module as another left R-module, if R
is a ring with involution.

Definition 2.21. Suppose that R is a ring with involution. Let X and Y be a left and a right
R-module respectively. Then we define the abelian groups

Y ⊗R X = Y ⊗Z X/(yr ⊗ x = y ⊗ rx) ∀r ∈ R, x ∈ X, y ∈ Y ;

Homlr
R(X,Y ) = {φ ∈ HomZ(X,Y ) | ∀r ∈ R, x ∈ X | φ(rx) = φ(x)r} .

If Y has a left S-module structure for some ring S (which is compatible with its right R-module

structure), then Y ⊗R X is a left S-module with s(y ⊗ x) = (sy) ⊗ x, and Homlr
R(X,Y ) is a left

S-module with (sφ)(x) = sφ(x).

Remark 2.22. Homlr
R(X,Y ) is equal to Homr

R(X,Y ), the group of right R-module homomorphisms
X → Y , as a subgroup of HomZ(X,Y ) (or as a left S-module). Here X denotes the right R-module
that is equal to X as an abelian group, with its multiplication given by xr = r · x, where · denotes
multiplication in X.

Definition 2.23. Suppose that R is a ring with involution. Let X be a left R-module. Its dual is
the left R-module X∗ = Homlr

R(X,R).

Now suppose that G is equipped with a group homomorphism w : G→ {±1}, i.e. an orientation
character. This determines an involution on the group ring ZG, and also on the Whitehead
group Wh(G,w) (see Section 2.22.2). So if C∗ is a finitely generated, free, based, left ZG-module
chain complex then, using Definition 2.232.23, we can define the dual cochain complex C∗, which also
consists of finitely generated, free, based, left ZG-modules.

Lemma 2.24. Let f : C∗ → D∗ be a chain homotopy equivalence and let f∗ : D∗ → C∗ be its dual.
Then τ(f∗) = τ(f) ∈ Wh(G,w).

Proof. First note that if g : X → Y is an isomorphism between finitely generated, free, based, left
ZG-modules, and g∗ : Y ∗ → X∗ is its dual, then the matrix of g∗ is the conjugate transpose of the
matrix of g, hence τ(g∗) = τ(g) ∈ Wh(G,w).

Now let (C (f), ∂f∗ ) denote the mapping cone of f , so that C (f)i = Ci−1 ⊕ Di. We regard
f∗ : D∗ → C∗ as a homotopy equivalence f∗ : D−∗ → C−∗ of chain complexes, and define its

mapping cone (C (f∗), ∂f
∗

∗ ). Then C (f∗)i = (D−i+1)
∗ ⊕ (C−i)

∗ ∼= (C (f)−i+1)
∗, and this implies

that C (f∗)odd ∼= (C (f)even)
∗ and C (f∗)even ∼= (C (f)odd)

∗. Moreover, ∂f
∗

i : C (f∗)i → C (f∗)i−1 is

the dual of ∂f−i+2 : C (f)−i+2 → C (f)−i+1.
Let s∗ : C (f)∗ → C (f)∗+1 be a chain contraction. We define s′∗ : C (f∗)∗ → C (f∗)∗+1 by

s′i = (s−i)
∗ : C (f∗)i ∼= (C (f)−i+1)

∗ → C (f∗)i+1
∼= (C (f)−i)

∗. Then it follows by dualising the
formula s∗∂

f + ∂fs∗ = Id that s′∗ is a chain contraction of C (f∗).

Thus the map
⊕

i

(
∂f

∗

2i+1 + s′2i+1

)
: C (f∗)odd → C (f∗)even is the dual of the map

⊕
i

(
∂f2i+1 +

s2i+1

)
: C (f)odd → C (f)even. By our earlier observations in the first paragraph of the proof, this

implies that τ(f∗) = τ(f). □

Finally we consider the effect of changing the underlying (group) ring.

Definition 2.25. Let A and B be groups, X a left ZB-module and θ ∈ Hom(A,B). The left
ZA-module Xθ is defined as follows. The underlying abelian group of Xθ is the same as that of
X. For every a ∈ A and x ∈ Xθ let ax = θ(a) · x, where · denotes multiplication in X.
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Similarly, if Y is a right ZB-module, then the right ZA-module Y θ is equal to Y as an abelian
group, and ya = y · θ(a) for every a ∈ A and y ∈ Y θ, where · denotes multiplication in Y .

Lemma 2.26. Let A and B be groups equipped with orientation characters wA : A → {±1} and
wB : B → {±1} respectively. Let X be a left ZA-module and let θ : A→ B be an isomorphism such
that wB ◦ θ = wA. Then we have the following isomorphisms of left ZB-modules.

(a) ZBθ ⊗ZA X ∼= Xθ−1 .

(b) Homlr
ZB(Xθ−1 ,ZB) = Homlr

ZA(X,ZBθ) ∼= Homlr
ZA(X,ZA)θ−1 , in particular (Xθ−1)∗ ∼= (X∗)θ−1 .

Proof. (aa) If Y is a right ZA-module and a left R-module for some ring R, then it follows from

the definition of the tensor product (see Definition 2.212.21) that Y ⊗ZA X = Y θ
−1 ⊗ZB Xθ−1 (as left

R-modules). By applying this for Y = ZBθ and R = ZB, we get that ZBθ⊗ZAX = ZB⊗ZBXθ−1 .
Of course Xθ−1

∼= ZB ⊗ZB Xθ−1 via the map x 7→ 1⊗ x.
(bb) (cf. [Nic23Nic23, Proposition 3.9]) For Y as above, it also follows from the definitions that

Homlr
ZA(X,Y ) = Homlr

ZB(Xθ−1 , Y θ
−1

), so Homlr
ZA(X,ZBθ) = Homlr

ZB(Xθ−1 ,ZB) = (Xθ−1)∗.
The isomorphism θ induces an isomorphism Zθ : ZA → ZB of abelian groups (or rings). This

map is also an isomorphism Zθ : ZA→ ZBθ of right ZA-modules. Hence it induces an isomorphism
(Zθ)∗ : Homlr

ZA(X,ZA) → Homlr
ZA(X,ZBθ) of abelian groups. We can check that (Zθ)∗ is also an

isomorphism Homlr
ZA(X,ZA)θ−1 → Homlr

ZA(X,ZBθ) of left ZB-modules. So we get that (X∗)θ−1 =

Homlr
ZA(X,ZA)θ−1

∼= Homlr
ZA(X,ZBθ). □

Lemma 2.27. Let A and B be groups and let θ : A→ B be an isomorphism. Let f : C∗ → D∗ be
a chain homotopy equivalence of finitely generated, free, based, left ZB-module chain complexes,
which can also be regarded as a chain homotopy equivalence f : (C∗)θ → (D∗)θ of ZA-module chain
complexes. We have

τ(f : (C∗)θ → (D∗)θ) = θ−1
∗ (τ(f : C∗ → D∗)) ∈ Wh(A).

Proof. First note that if g : X → Y is an isomorphism between finitely generated, free, based, left
ZB-modules, and we regard it as an isomorphism g : Xθ → Yθ of ZA-modules, then its matrix
changes by applying θ−1 to each entry, hence τ(g : Xθ → Yθ) = θ−1

∗ (τ(g : X → Y )) ∈ Wh(A).
Now let (C (f), ∂∗) denote the mapping cone of f and let s∗ : C (f)∗ → C (f)∗+1 be the chain

contraction used to define τ(f) over ZB. Then s∗ is also a chain contraction for (C (f)θ, ∂∗), the
mapping cone over ZA.

So we can compute τ(f : (C∗)θ → (D∗)θ) from⊕
i

(
∂2i+1 + s2i+1

)
: (C (f)θ)odd = (C (f)odd)θ → (C (f)θ)even = (C (f)even)θ,

which is
⊕

i

(
∂2i+1 + s2i+1

)
: C (f)odd → C (f)even regarded as an isomorphism of ZA-modules,

hence τ(f : (C∗)θ → (D∗)θ) = θ−1
∗ (τ(f : C∗ → D∗)). □

2.4. The Whitehead torsion of a homotopy equivalence. Now let X and Y be finite CW

complexes with universal covers X̃ and Ỹ , and let F := π1(X) and G := π1(Y ). The cellular

chain complex of Y with ZG coefficients is C∗(Y ;ZG) = ZG ⊗ZG C∗(Ỹ ) ∼= C∗(Ỹ ), which is a

finitely generated, free, left ZG-module chain complex. Choose a lift of each cell of Y in Ỹ to

obtain a basis of C∗(Ỹ ), which is well-defined up to ordering, signs and multiplication by elements

of G. Similarly, the cellular chain complex of X with ZF coefficients, C∗(X;ZF ) ∼= C∗(X̃), is a
finitely generated, free, left ZF -module chain complex with a basis well-defined up to ordering and
multiplication by elements of ±F .

Let f : X → Y be a cellular homotopy equivalence, and let θ = π1(f) : F → G. The right
ZG-module ZG corresponds to a local coefficient system on Y , which is pulled back to the local
coefficient system on X corresponding to the right ZF -module ZGθ. Therefore f induces a chain
homotopy equivalence f∗ : C∗(X;ZGθ) → C∗(Y ;ZG) of left ZG-module chain complexes. Note
that by Lemma 2.262.26 (aa) we have

C∗(X;ZGθ) = ZGθ ⊗ZF C∗(X̃) ∼= C∗(X̃)θ−1
∼= C∗(X;ZF )θ−1 ,

so this is also a finitely generated, free chain complex with a basis that is well-defined up to ordering
and multiplication by elements of ±G.
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Definition 2.28. The Whitehead torsion of the cellular homotopy equivalence f : X → Y is
τ(f) := τ(f∗), where f∗ : C∗(X;ZGθ) → C∗(Y ;ZG) is the induced chain homotopy equivalence.

By Remark 2.142.14, it follows that τ(f∗) is well-defined, even though the bases of C∗(X;ZGθ) and
C∗(Y ;ZG) are well-defined only up to ordering and multiplication by elements of ±G.

Proposition 2.29 ([Coh73Coh73, Statement 22.1]). Let f, g : X → Y be homotopic cellular homotopy
equivalences between finite CW complexes. Then τ(f) = τ(g) ∈ Wh(G).

Proof. This follows immediately from Proposition 2.152.15, because homotopic homotopy equivalences
induce homotopic chain homotopy equivalences. □

Now we can extend the definition of Whitehead torsion to arbitrary homotopy equivalences. If
f : X → Y is a homotopy equivalence between finite CW complexes, then it is homotopic to a
cellular homotopy equivalence f ′ : X → Y , and we define τ(f) := τ(f ′). By Proposition 2.292.29 this
is independent of the choice of f ′. Moreover, it follows that if f, g : X → Y are arbitrary homotopy
equivalences and f ≃ g, then τ(f) = τ(g).

Now that we have defined Whitehead torsion, it is worth recalling its key rôle: Theorem 2.22.2
states that a homotopy equivalence f : X → Y between CW complexes X and Y is simple if and
only if its Whitehead torsion τ(f) = 0 ∈ Wh(π1(Y )).

We collect a few key properties of Whitehead torsion.

Proposition 2.30 ([Coh73Coh73, Corollary 5.1A]). Let X and Y be finite CW complexes and let f : X →
Y be a cellular map. Let Cylf denote the mapping cylinder of f . Then the inclusion Y → Cylf is
a simple homotopy equivalence.

Proposition 2.31 ([Coh73Coh73, Statement 22.4]). Let X, Y , and Z be finite CW complexes and let
f : X → Y and g : Y → Z be homotopy equivalences. Then

τ(g ◦ f) = τ(g) + g∗(τ(f)).

Proposition 2.32 ([Coh73Coh73, Statement 23.2]). For i = 1, 2, let Xi, Yi be finite CW complexes
and let fi : Xi → Yi be a homotopy equivalence. Let i1 : Y1 ↪→ Y1 × Y2 and i2 : Y2 ↪→ Y1 × Y2 be
natural inclusion maps defined by fixing a point in Y2 and Y1 respectively. For the product map
f1 × f2 : X1 ×X2 → Y1 × Y2, we have

τ(f1 × f2) = χ(Y2) · i1∗(τ(f1)) + χ(Y1) · i2∗(τ(f2))

Corollary 2.33. Let f1 : M1 → N1 and f2 : M2 → N2 be homotopy equivalences between odd
dimensional manifolds. Then f1 × f2 : M1 ×M2 → N1 ×N2 is a simple homotopy equivalence.

Proof. We have τ(f1 × f2) = 0, by Proposition 2.322.32 and the fact that χ(N1) = χ(N2) = 0. □

Proposition 2.34. Let f : X → Y be a homeomorphism between finite CW complexes. Then
τ(f) = 0.

Proof. By Theorem 2.62.6, f is a simple homotopy equivalence. Hence τ(f) = 0 by Theorem 2.22.2. □

The following generalises an observation of Wall. He pointed this out in the case where M , N
are simple Poincaré complexes [Wal74Wal74, p. 612], i.e. finite Poincaré complexes X for which the chain

duality isomorphism C∗(X̃) → C∗(X̃) is a simple chain homotopy equivalence. At the time, it was
known that smooth manifolds are simple Poincaré complexes [Wal99Wal99, Theorem 2.1] but the case
of topological manifolds was not established until the work of Kirby-Siebenmann [KS77KS77, III.5.13].

Proposition 2.35. Let M and N be closed n-dimensional topological manifolds. Let G = π1(N)
with orientation character w : G → {±1}, and let f : M → N be a homotopy equivalence. Then
τ(f) ∈ Jn(G,w).

Proof. Let F = π1(M) and θ = π1(f) : F → G. Since f is a homotopy equivalence, f∗([M ]) =
±[N ], where [M ] and [N ] denote the (twisted) fundamental classes ofM and N respectively. Since
Poincaré duality is given by taking cap product with the fundamental class, and the cap product is
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natural, we get a diagram of left ZG-module chain complexes that commutes up to chain homotopy
and sign:

Cn−∗(M ;ZGθ)

PD

��

Cn−∗(N ;ZG)
Cn−∗(f)oo

PD

��
C∗(M ;ZGθ)

C∗(f) // C∗(N ;ZG)
Poincaré duality is a simple chain homotopy equivalence by [KS77KS77, III.5.13], so we have that

τ(PD: Cn−∗(N ;ZG) → C∗(N ;ZG)) = 0. By Lemmas 2.262.26 and 2.272.27, the Poincaré duality map

PD: Cn−∗(M ;ZGθ) ∼= Cn−∗(M ;ZF )θ−1 → C∗(M ;ZGθ) ∼= C∗(M ;ZF )θ−1

is simple too. It follows from Proposition 2.152.15 and Lemma 2.162.16 that τ(Cn−∗(f)) + τ(C∗(f)) = 0.

Therefore it is enough to prove τ(Cn−∗(f)) = (−1)nτ(C∗(f)).
By Lemma 2.192.19, we know that τ(Cn−∗(f)) = (−1)nτ(C−∗(f)), and it follows from Defini-

tion 2.202.20 that τ(C−∗(f)) = τ(C∗(f)). Finally Lemma 2.242.24 shows that τ(C∗(f)) = τ(C∗(f)). We

deduce τ(Cn−∗(f)) = (−1)nτ(C∗(f)), completing the proof. □

We recall the definitions of h- and s-cobordisms.

Definition 2.36. A cobordism (W ;M,N) of closed manifolds is an h-cobordism if the inclusion
maps iM : M → W and iN : N → W are homotopy equivalences. If in addition iM and iN are
simple homotopy equivalences then W is an s-cobordism.

Definition 2.37. Suppose that W is an h-cobordism between closed n-dimensional manifolds M
and N . Let G = π1(W ) and let w : G → {±1} be the orientation character of W . We will write
τ(W,M) and τ(W,N) to denote the Whitehead torsion of the inclusions M → W and N → W
respectively. We will refer to the composition N →M of the inclusion N →W and the homotopy
inverse of the inclusion M →W as the homotopy equivalence induced by W .

Proposition 2.38. Let W be an h-cobordism between closed, n-dimensional manifolds M and N .
Let G = π1(W ) and let w : G→ {±1} be the orientation character of W .

(a) We have that τ(W,N) = (−1)nτ(W,M) ∈ Wh(G,w).
(b) If f : N →M denotes the homotopy equivalence induced by W , then we have

τ(f) = −τ(W,M) + (−1)nτ(W,M) ∈ Wh(G,w)

where π1(M) is identified with G via inclusion. In particular τ(f) ∈ In(G,w).

Proof. For (aa) this is the “duality theorem” [Mil66Mil66, p. 394], translated into our conventions; see
also the Remark on [Mil66Mil66, p. 398]. Then (bb) follows from part (aa) and Proposition 2.312.31. □

3. Realising elements of Wh(G) by maps between manifolds

Throughout this section, fix n ≥ 4, a finitely presented group G, and CAT ∈ {Diff,PL,TOP},
satisfying Hypothesis 1.11.1.

3.1. Realising via h-cobordisms. If (W ;M,N) is an h-cobordism, then we will use the iso-
morphism π1(iM ) to identify π1(M) with π1(W ), and regard τ(W,M) ∈ Wh(π1(W )) as an el-
ement of Wh(π1(M)). Here is the complete statement of the s-cobordism theorem, for closed
manifolds. It is due to Smale, Barden, Mazur, Stallings, Kirby-Siebenmann, and Freedman-
Quinn [Sma62Sma62,Bar63Bar63,Maz63Maz63,Sta67Sta67,KS77KS77,FQ90FQ90].

Theorem 3.1 (s-cobordism theorem). Let M be a closed, CAT n-manifold with π1(M) ∼= G,
satisfying Hypothesis 1.11.1.

(a) Let (W ;M,M ′) be an h-cobordism over M . Then W is trivial over M , i.e. W ∼= M × [0, 1],
via a CAT-isomorphism restricting to the identity on M , if and only if its Whitehead torsion
τ(W,M) ∈ Wh(G) vanishes.

(b) For every x ∈ Wh(G) there exists an h-cobordism (W ;M,M ′) with τ(W,M) = x.
(c) The function assigning to an h-cobordism (W ;M,M ′) its Whitehead torsion τ(W,M) yields

a bijection from the CAT-isomorphism classes relative to M of h-cobordisms over M to the
Whitehead group Wh(G).
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See [KPR22KPR22, Theorem 3.5] for details of the proof of part (bb) in the case n = 4. In this case
there is an extra subtlety that does not occur for n ≥ 5, because one has to check that M ′ has the
same fundamental group as M .

Recall that In(G,w) := {y + (−1)n+1y | y ∈ Wh(G,w)} ≤ Wh(G,w).

Corollary 3.2. Let M be a closed, CAT n-manifold with π1(M) ∼= G and orientation character
w : G → {±1}, satisfying Hypothesis 1.11.1. For every x ∈ In(G,w) there exists a closed, CAT n-
manifold N and a homotopy equivalence f : N →M induced by an h-cobordism between M and N
such that τ(f) = x.

Proof. Let x ∈ In(G,w) and write x = −y + (−1)ny for some y ∈ Wh(G,w). Apply Theorem 3.13.1
to obtain an h-cobordism (W ;M,N) from M to some n-manifold N with τ(W,M) = y. If f is the
homotopy equivalence induced by W , then τ(f) = −y + (−1)ny = x by Proposition 2.382.38 (bb). □

Corollary 3.3. Let M and N be closed, CAT n-manifolds satisfying Hypothesis 1.11.1. Suppose
M has π1(M) ∼= G and orientation character w : G → {±1}. If there is a homotopy equivalence
f : N →M such that τ(f) ∈ In(G,w), then there exists a closed, CAT n-manifold P that is simple
homotopy equivalent to N and h-cobordant to M .

Proof. By Corollary 3.23.2 there is an h-cobordism between M and some n-manifold P such that
τ(g) = τ(f) for the induced homotopy equivalence g : P → M . Moreover, if g−1 denotes the
homotopy inverse of g, then g−1◦f : N → P is a simple homotopy equivalence, because τ(g−1◦f) =
τ(g−1) + g−1

∗ (τ(f)) = τ(g−1) + g−1
∗ (τ(g)) = τ(g−1 ◦ g) = τ(Id) = 0 by Proposition 2.312.31. □

3.2. Realising via the surgery exact sequence. We recall the surgery exact sequence. Let M
be a closed CAT n-dimensional manifold with π1(M) = G and orientation character w : G→ {±1},
for some n ≥ 4, satisfying Hypothesis 1.11.1.

Definition 3.4. The homotopy structure set of M , denoted Sh(M), is by definition the set of
pairs (N, f), where N is a closed CAT n-manifold and f : N → M is a homotopy equivalence,
considered up to h-cobordism over M . That is, [N, f ] = [N ′, f ′] ∈ Sh(M) if and only if there is an
h-cobordism (W ;N,N ′), with inclusion maps i : N → W and i′ : N ′ → W , together with a map
F : W →M such that F ◦ i = f and F ◦ i′ = f ′.

We can similarly define the simple homotopy structure set Ss(M) to be the set of pairs (N, f),
where N is a closed CAT n-manifold and f : N →M is a simple homotopy equivalence, considered
up to s-cobordism over M .

The Browder-Novikov-Sullivan-Wall surgery exact sequence for x ∈ {h, s} is as follows [Wal99Wal99,
FQ90FQ90]; see also [Lüc02Lüc02, Theorem 5.12], [OPR21OPR21].

N (M × [0, 1],M × {0, 1}) σx−→ Lxn+1(ZG,w)
Wx−−→→ Sx(M)

ηx−→ N (M)
σx−→ Lxn(ZG,w).

Here, N (M × [0, 1],M ×{0, 1}) and N (M) denote the sets of the normal bordism classes of degree
one normal maps overM×[0, 1] andM respectively. These sets do not depend on the decoration x.

The groups Lxn(ZG,w) are the surgery obstruction groups. Elements of Lhn(ZG,w) are repre-
sented by nonsingular Hermitian forms over finitely generated free ZG-modules for n even, and by
nonsingular formations over finitely generated free ZG-modules for n odd, with the involution on
ZG determined by w. See e.g. [Ran80Ran80]. In the case of Lsn(ZG,w) the forms/formations are also
required to be based and simple.

The maps labelled σx are the surgery obstruction maps. For the definition of σs, we take a
degree one normal map (f, b) : N →M , perform surgery below the middle dimension to make the
map [n/2]-connected, and then produce the based, simple form or formation (for n even or odd
respectively) of the surgery kernel in the middle dimension(s), to obtain an element of Lsn(ZG,w).
To define the map σh we perform the same procedure, and then forget the data of the bases, to
obtain an element of Lhn(ZG,w). One of the main theorems of surgery [Wal99Wal99],[Lüc02Lüc02] is that the
maps σx, for x ∈ {h, s}, are well-defined.

The map Wx is the Wall realisation map. Given a z ∈ Lxn+1(ZG,w) and [M0, f0] ∈ Sx(M),
Wall realisation produces a new element [M1, f1] ∈ Sx(M) together with a degree one normal
bordism between (M0, f0) and (M1, f1) whose surgery obstruction equals z. This determines an
action of Lxn+1(ZG,w) on Sx(M), and the map Wx is defined by acting on the equivalence class
of the identity map, [M, IdM ] ∈ Sx(M).
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The s and h decorated L groups are related by the exact sequence:

· · · → Lsn+1(ZG,w) → Lhn+1(ZG,w)
ψ−→ Ĥn+1(C2;Wh(G,w)) → Lsn(ZG,w) → Lhn(ZG,w) → · · ·

(3.1)

Remark 3.5. The only proof we could find in the literature for this sequence is due to Shane-
son [Sha69Sha69, Section 4]. There, Shaneson attributed its derivation to Rothenberg, by a different
(unpublished) proof.

Here for the definition of the Tate group, C2 acts on Wh(G,w) via the involution. Recall that

Ĥn+1(C2;Wh(G,w)) ∼= Jn(G,w)/In(G,w) and π : Jn(G,w) → Jn(G,w)/In(G,w) is the quotient
map. Define a map

τ̂ : Sh(M) → Ĥn+1(C2;Wh(G,w))

[N, f ] 7→ π(τ(f)).

We check that this map is well-defined. By Proposition 2.352.35, the Whitehead torsion of a homotopy
equivalence between manifolds lies in Jn(G,w). If we change the representative of [N, f ] we
obtain an h-cobordism between N and some N ′ over M , and by Proposition 2.382.38 this changes the
torsion by an element of In(G,w). The map ψ from (3.13.1) determines an action of Lhn+1(ZG,w) on
Ĥn+1(C2;Wh(G,w)), given by xz = x+ ψ(z) for x ∈ Ĥn+1(C2;Wh(G,w)) and z ∈ Lhn+1(ZG,w).
We will now establish two properties of τ̂ .

Proposition 3.6. The map τ̂ is Lhn+1(ZG,w)-equivariant. That is, for all z ∈ Lhn+1(ZG,w) and

[M0, f0] ∈ Sh(M), we have τ̂([M0, f0]
z) = τ̂([M0, f0])

z.

Proposition 3.7. There is a commutative diagram

Sh(M)

τ̂

��

ηh // N (M)

σs

��

σh

))
Lhn+1(ZG,w)

Wh
33

ψ

++

Lhn(ZG,w)

Ĥn+1(C2;Wh(G,w))
ϱ // Lsn(ZG,w)

F 55

between the surgery exact sequence and the exact sequence (3.13.1).

Remark 3.8. This commutative diagram in Proposition 3.73.7 is part of a braid that appeared
in Jahren and Kwasik’s preprint [JK17JK17, Diagram (6)], but was removed for the published ver-
sion [JK18JK18]. In the case CAT = TOP, see also Ranicki [Ran86Ran86, p.359–360]. Neither reference
contains a proof.

In the proofs of these propositions we will need to work with Whitehead torsion in a more general
setting than (chain) homotopy equivalences, so we will use Milnor’s definition [Mil66Mil66, Section 3–4].
Given a chain complex C∗ of free ZG-modules with free homology H∗ := H∗(C∗), if bases are
chosen for both C∗ and H∗, then the Whitehead torsion τ(C∗) ∈ Wh(G) is defined. In particular,
if H∗ is trivial, then it has a unique basis, so it is enough to choose a basis for C∗.

Given a chain homotopy equivalence f : C∗ → D∗ between based chain complexes, Cohen [Coh73Coh73,
§16] showed that the definition of τ(f) from Section 22 coincides with Milnor’s definition of the
Whitehead torsion of the mapping cone C (f) of f , with basis determined by the bases of C∗ and
D∗ (which is the same as the Whitehead torsion of the pair (Cylf , C∗)).

More generally, τ(C∗) is also defined when H∗ is only stably free, equipped with a stable basis.
A module X is called stably free if X ⊕ ZGk is free for some k ≥ 0, and a stable basis of X is by
definition the data of an integer k and a basis of X⊕ZGk for some k. Note that in this more general
setting, τ(C∗) is no longer unambiguously defined when H∗ is trivial and C∗ is based, because the
stable basis of the trivial module is not unique. But it has a canonical stable basis (given by its
unique basis), so when H∗ is trivial, we will assume that it is equipped with the canonical stable
basis, unless we specify a different one.

In the proofs of Propositions 3.63.6 and 3.73.7, every space X will be equipped with a fixed map toM .
This allows us to take chain complexes and homology groups with ZG coefficients. That is, we will
write C∗(X) for C∗(X;ZGθ) if f : X →M is the fixed map and θ = π1(f) : π1(X) → π1(M) = G.
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Proof of Proposition 3.63.6. The case of odd n was proved in Shaneson [Sha69Sha69, Lemma 4.2], so we
will assume that n = 2q is even.

An element z ∈ Lhn+1(ZG,w) is represented by a formation (H;L0, L1), where H is a (−1)q-
symmetric hyperbolic form over ZG (of rank 2k) and L0 and L1 are lagrangians in H. Let
[M0, f0] ∈ Sh(M). First we recall the definition of the action of z on [M0, f0].

Consider M0 × I and add k trivial q-handles, then we obtain a cobordism W0 between M0 and
N := M0#k(S

q × Sq). There is an isometry H ∼= Hq(#
kSq × Sq) such that L0 corresponds to

the subgroup generated by the ∗ × Sq (recall that all homology is with ZG coefficients by default
in this proof). Then W0 can also be constructed from N × I by adding k (q + 1)-handles along a
basis of L0.

Next add k (q + 1)-handles to N × I along a basis of L1. This yields a cobordism W1 between
N and some M1, and we define W = W0 ∪N W1. It is a cobordism between M0 and M1 over M
with the map F : W →M , which restricts to the composition of the projection M0 × I →M0 and
f0 on M0 × I, and sends the extra handles to a point. Let

f1 := F
∣∣
M1

: M1 →M, Fi := F
∣∣
Wi

: Wi →M (i = 0, 1), g := F
∣∣
N
: N →M.

Then [M0, f0]
z = [M1, f1].

Fix a basis of H. On Li we consider the basis which corresponds to the gluing maps of the
handles that are added to N × I to construct Wi, this determines a dual basis on L∗

i . The adjoint
of the intersection form on H is an isomorphism H → H∗, and we get a split short exact sequence

0 → Li → H → L∗
i → 0 (3.2)

A splitting determines an isomorphism H ∼= Li ⊕ L∗
i , and its Whitehead torsion, denoted xi ∈

Wh(G,w), is independent of the choice of the splitting (see [Mil66Mil66, Section 2]).
We note that changing the basis of H has the same effect on x0 and x1, so x1−x0 is independent

of the choice of basis. In the case when the basis is given by the homology classes corresponding
to the spheres in Hq(#

kSq × Sq), we have x0 = 0 and ψ(z) = π(x1) by definition; see [Sha69Sha69, p.
312] and the correspondence between the different descriptions of the odd-dimensional L-groups
given at the end of [Wal99Wal99, Chapter 6]. Therefore we have, independently of the choice of basis of
H, that

ψ(z) = π(x1 − x0) ∈ Ĥn+1(C2;Wh(G,w)). (3.3)

Now consider the triple (CylFi
,Wi, N), where CylFi

denotes the mapping cylinder of Fi. We
compute the relative homology groups as follows:

(1) H∗(Wi, N) ∼= Hq+1(Wi, N) ∼= Li;
(2) H∗(CylFi

, N) ∼= Hq+1(CylFi
, N) ∼= ker(Hq(g)) ∼= H, because CylFi

≃ M ≃ M0, and using
the construction of N as N =M0#k(S

q × Sq);
(3) H∗(CylFi

,Wi) ∼= Hq+1(CylFi
,Wi) ∼= ker(Hq(Fi)) ∼= ker(Hq(g))/ ker(Hq(N → Wi)) ∼=

H/Li ∼= L∗
i , because Wi is constructed from M0 × I ≃ M ≃ CylFi

by adding (q + 1)-
handles.

So all of these homology groups are free (over ZG), and we equip them with the previously chosen
bases. The long exact sequence

· · · → Hq+2(CylFi
,Wi) → Hq+1(Wi, N) → (3.4)

Hq+1(CylFi
, N) → Hq+1(CylFi

,Wi) → Hq(Wi, N) → · · ·

is therefore isomorphic to the short exact sequence (3.23.2). If we regard it as a based free chain
complex with vanishing homology, then by the sign conventions in the definition (see [Mil66Mil66, p.
365]) its Whitehead torsion is (−1)qxi. The cobordism Wi is simple homotopy equivalent to N
with a (q + 1)-cell attached for each basis element of Li, so

C∗(Wi, N) ∼= Cq+1(Wi, N) ∼= Li ∼= Hq+1(Wi, N) ∼= H∗(Wi, N)

with the same choice of basis, therefore, again by the definition, τ(Wi, N) = 0. Finally, CylFi
≃s

M ≃s Cylg by Proposition 2.302.30, so τ(CylFi
, N) = τ(Cylg, N). Hence by [Mil66Mil66, Theorem 3.2] we

have
τ(Cylg, N) = τ(CylFi

,Wi) + (−1)qxi,

which implies that
x1 − x0 = (−1)q+1(τ(CylF1

,W1)− τ(CylF0
,W0)).
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Next consider the triple (CylFi
,Wi,Mi). Since Wi can be obtained from Mi × I by adding k

trivial q-handles, we have Wi ≃s Mi ∨ (
∨k

Sq). We choose the basis corresponding to the spheres

in both C∗(Wi,Mi) ∼= Cq(Wi,Mi) ∼= Cq(
∨k

Sq) and H∗(Wi,Mi) ∼= Hq(Wi,Mi) ∼= Hq(
∨k

Sq), so
that τ(Wi,Mi) = 0. Since fi : Mi → M is a homotopy equivalence and CylFi

≃s M ≃s CylFi
,

we have H∗(CylFi
,Mi) ∼= H∗(CylFi

,Mi) = 0 and τ(CylFi
,Mi) = τ(CylFi

,Mi) = τ(fi). In the
homological long exact sequence of the triple (CylFi

,Wi,Mi) all terms are trivial except for the
isomorphism

0 → Hq+1(CylFi
,Wi)

∼=−→ Hq(Wi,Mi) → 0 (3.5)

We equipped Hq+1(CylFi
,Wi) ∼= L∗

i with the dual of the basis of Li. Since the handles added to
Mi × I to obtain Wi (determining the basis of Hq(Wi,Mi)) are the duals of the handles added to
N × I to obtain Wi (corresponding to the basis if Li), the isomorphism (3.53.5) preserves the basis.
Therefore the Whitehead torsion of the long exact sequence (3.43.4) vanishes. So by [Mil66Mil66, Theorem
3.2] we have τ(fi) = τ(CylFi

,Wi). Therefore x1−x0 = (−1)q+1(τ(f1)− τ(f0)), which implies that
π(x1−x0) = π(τ(f1)−τ(f0)). Combining with (3.33.3), we have π(τ(f1)−τ(f0)) = π(x1−x0) = ψ(z).
Hence, as required, we have:

τ̂([M0, f0]
z) = τ̂([M1, f1]) = π(τ(f1))

= π(τ(f0)) + π(τ(f1)− τ(f0)) = π(τ(f0)) + π(x1 − x0)

= τ̂([M0, f0]) + ψ(z) = τ̂([M0, f0])
z. □

Proof of Proposition 3.73.7. The first triangle commutes by Proposition 3.63.6 combining with the fact
that τ̂([M, Id]) = 0. The last triangle commutes by the definitions of σs and σh, see e.g. [Ran86Ran86,
p.359–360]. The map σh is by definition the map σs followed by the map F : Lsn(ZG,w) →
Lhn(ZG,w) that forgets bases. So we need to prove that the square commutes. Let [N, f ] ∈ Sh(M),
then ηh([N, f ]) ∈ N (M) is the normal bordism class of f : N → M (with an appropriate bundle
map), and τ̂([N, f ]) = π(τ(f)). We need to determine the image of these elements in Lsn(ZG,w).

First assume that n = 2q is even. Since f is q-connected, σs(ηh([N, f ])) is defined as a form
on ker(Hq(f)) ∼= Hq+1(Cylf , N), which is trivial (because f is a homotopy equivalence), and it
is equipped with a certain stable basis. The stable basis of Hq+1(Cylf , N) = 0 is chosen such
that with this choice τ(Cylf , N) = 0 (where Hi(Cylf , N) = 0 is equipped with the canonical
stable basis if i ̸= q + 1). If Hq+1(Cylf , N) were also equipped with the canonical stable basis,
then the Whitehead torsion of (Cylf , N) would be equal to τ(f). Therefore the transition matrix

between the chosen and the standard stable basis (when both are regarded as bases of ZGk for
some k ≥ 0) has Whitehead torsion (−1)qτ(f). In Lsn(ZG,w) the same element σs(ηh([N, f ]))
is also represented by a standard hyperbolic form with a basis such that the transition matrix
between the chosen and the standard basis has Whitehead torsion (−1)qτ(f).

The image of π(τ(f)) in Lsn(ZG,w) is represented by a standard hyperbolic form with a basis
with the property that if x denotes the Whitehead torsion of the transition matrix between the
chosen and the standard basis, then x ∈ Jn(G,w) and π(x) = π(τ(f)) (see [Sha69Sha69, p. 312]).
In particular, the representative of σs(ηh([N, f ])) constructed above also represents ϱ(τ̂([N, f ])),

noting that π((−1)qτ(f)) = π(τ(f)), because Ĥn+1(C2;Wh(G,w)) is 2-torsion. Hence the square
commutes if n is even.

Next consider the case when n = 2q + 1 is odd. Let U denote a tubular neighbourhood of a
disjoint union of embeddings Sq → N representing a generating set of ker(πq(f)) and let N0 = N \
IntU . We identify Hq(∂U) with the standard hyperbolic form, then Hq+1(U, ∂U) (more precisely,
its image under the boundary map) corresponds to the standard lagrangian. We can assume
that f

∣∣
U

is constant, so f
∣∣
N0

is a map of pairs (N0, ∂U) → (M, ∗). Then ker(Hq+1(N0, ∂U) →
Hq+1(M, ∗)) ∼= Hq+2(Cylf |N0

, N0 ∪ Cylf |∂U
) determines another lagrangian in Hq(∂U). We equip

Hq(∂U) and Hq+1(U, ∂U) with their standard bases, and Hq+2(Cylf |N0
, N0∪Cylf |∂U

) with a stable

basis such that τ(Cylf |N0
, N0 ∪Cylf |∂U

) = 0. Then σs(ηh([N, f ])) is represented by the formation

(Hq(∂U);Hq+1(U, ∂U), Hq+2(Cylf |N0
, N0 ∪ Cylf |∂U

)). Since f is a homotopy equivalence, we can

take the empty generating set for ker(πq(f)). Then Hq(∂U) = 0, so we have the trivial formation,
with the standard basis on the ambient form and on the first lagrangian. The stable basis on the
second lagrangian, Hq+2(Cylf , N), is chosen such that τ(Cylf , N) = 0. Therefore the transition

matrix between this stable basis and the standard one has Whitehead torsion (−1)q+1τ(f). In
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Lsn(ZG,w) the same element σs(ηh([N, f ])) is also represented by a formation on the standard
hyperbolic form given by the standard lagrangians, such that the ambient form and the first
lagrangian are equipped with their standard bases, and for the second lagrangian the transition
matrix between the chosen and the standard basis has Whitehead torsion (−1)q+1τ(f).

The image of π(τ(f)) in Lsn(ZG,w) is represented by a formation on the standard hyperbolic
form given by the standard lagrangians, such that the ambient form and the first lagrangian
are equipped with their standard bases, and if x denotes the Whitehead torsion of the transition
matrix between the chosen and the standard basis of the second lagrangian, then x ∈ Jn(G,w) and
π(x) = π(τ(f)). Again we use that we can ignore signs because Ĥn+1(C2;Wh(G,w)) is 2-torsion.
So the representative of σs(ηh([N, f ])) constructed above also represents ϱ(τ̂([N, f ])), showing that
the square also commutes if n is odd. □

Corollary 3.9.

(a) Im τ̂ = ϱ−1(Imσs).
(b) Imψ ⊆ ϱ−1(Imσs).

Proof. First we prove (aa). The commutativity of the square in Proposition 3.73.7 implies that Im τ̂ ⊆
ϱ−1(Imσs). For the other direction assume that x ∈ Ĥn+1(C2;Wh(G,w)) and ϱ(x) = σs(y) for
some y ∈ N (M). Then σh(y) = F ◦σs(y) = F ◦ ϱ(x) = 0, so y = ηh(v) for some v ∈ Sh(M). Then
ϱ(x− τ̂(v)) = ϱ(x)− σs(ηh(v)) = ϱ(x)− σs(y) = 0, so x− τ̂(v) = ψ(z) for some z ∈ Lhn+1(ZG,w).
So by Proposition 3.63.6 x = τ̂(v)z = τ̂(vz) ∈ Im τ̂ .

For (bb), since IdM has vanishing surgery obstruction, we have Imψ = ker ϱ ⊆ ϱ−1(Imσs). □

Corollary 3.10. Let x ∈ Ĥn+1(C2;Wh(G,w)). If x ∈ Imψ, then there is a CAT n-manifold N
and a homotopy equivalence f : N →M such that π(τ(f)) = x.

Proof. By Corollary 3.93.9, x = τ̂([N, f ]) for some [N, f ] ∈ Sh(M). □

Remark 3.11. There is a common generalisation of the two realisation techniques used in Section 33.
Let Ls,τn (ZG,w) denote the surgery obstruction groups defined in [Kre85Kre85, Section 4]. Similarly to
Lsn(ZG,w), the elements of Ls,τn (ZG,w) are represented by based nonsingular forms/formations,
but, unlike the elements of Lsn(ZG,w), they are not assumed to be simple. Thus there is a natural
forgetful map Ls,τn (ZG,w) → Lhn(ZG,w) and Lsn(ZG,w) is the kernel of a map Ls,τn (ZG,w) →
Wh(G,w) (see [Kre85Kre85]). There is also an action of Wh(G,w) on Ls,τn (ZG,w) (which determines a
map Wh(G,w) → Ls,τn (ZG,w) by acting on 0) given by changing the basis; this action is transitive
on the fibers of the Ls,τn (ZG,w) → Lhn(ZG,w).

Wall’s construction for realising elements of Lsn(ZG,w) [Wal99Wal99] can also be applied to Ls,τn ,
but it will only produce homotopy equivalences, not simple homotopy equivalences. The White-
head torsion of the resulting homotopy equivalence is given by the previously mentioned map
Ls,τn (ZG,w) → Wh(G,w), and in fact the image of this map is in Jn(G,w).

The realisation of Lhn(ZG,w), and the map Wh, can be regarded as a special case of this
construction, by first choosing a basis for the form/formation representing an element of Lhn(ZG,w),
equivalently, choosing a lift in Ls,τn (ZG,w). As the choice of basis is not unique, the homotopy
equivalence we obtain is not unique, and its Whitehead torsion (the value of τ̂) is only well-defined

in the quotient Ĥn+1(C2;Wh(G,w)). The realisation part of the s-cobordism theorem is also
a special case via the map Wh(G,w) → Ls,τn (ZG,w). The Whitehead torsion of the homotopy
equivalence induced by the h-cobordism we get is of course in In(G,w).

In the rest of this section we will consider the orientable (w ≡ 1) case, and omit w from the
notation.

Proposition 3.12. Let Gm := C∞ × Cm, with m ≥ 2. For every even integer n = 2k ≥ 0, the
map

ψ : Lhn+1(Z[Gm]) → Ĥn+1(C2;Wh(Gm))

is surjective.

Proof. We verify that the forgetful map F : Ls2k(ZGm) → Lh2k(ZGm) is injective. The conclusion
then follows from the exact sequence (3.13.1). First we apply Shaneson splitting to the domain and
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the codomain, to obtain a commutative diagram whose rows are split short exact sequences and
whose vertical maps are the forgetful maps [Ran86Ran86].

0 Ls2k(ZCm) Ls2k(ZGm) Lh2k−1(ZCm) 0

0 Lh2k(ZCm) Lh2k(ZGm) Lp2k−1(ZCm) 0.

F

By the five lemma it suffices to show that the left and right vertical maps are injective. In [Bak76Bak76],
Bak gave computations of LXi (ZG) for X ∈ {s, h, p} and G a finite group whose 2-hyperelementary
subgroups are abelian, which certainly holds for finite cyclic groups. See also [Bak75Bak75,Bak78Bak78] First
we note that, by [Bak76Bak76, Theorem 8], the forgetful map Lh2k−1(ZCm) → Lp2k−1(ZCm) is injective.
So the right vertical map is injective.

To prove that the left vertical map is injective we also use [Bak76Bak76]. For a finite group G whose
2-Sylow subgroup G2 is normal and abelian, Bak defined r2 := rkH1(C2;Wh(G)). On [Bak76Bak76,
p. 386], he noted that if G2 is cyclic, as in our case G = Cm, then r2 = 0. Therefore by the
sequence (3.13.1), as shown on [Bak76Bak76, p. 390], it follows that Ls2k(ZCm) → Lh2k(ZCm) is injective.
Hence F : Ls2k(ZGm) → Lh2k(ZGm) is injective as desired. □

4. Simple homotopy manifold sets

In this section we prove Theorem EE about the characterisation of simple homotopy manifold
sets. First we look at the analogous problem in the setting of CW complexes, which has a simpler
answer. Then we consider the case of manifolds, which will rely on the results of Section 33.

4.1. CW complexes. Fix a CW complex X and let G = π1(X). Our goal is to understand the
set Chs (X) defined below.

Definition 4.1. Let Chs (X) := {CW complexes Y | Y ≃ X} / ≃s .

We will need some auxiliary definitions.

Definition 4.2. If Y is a CW complex homotopy equivalent to X, then let

tX(Y ) = {τ(f) | f : Y → X is a homotopy equivalence} ⊆ Wh(G).

Definition 4.3. For x ∈ Wh(G) and g ∈ hAut(X) let xg = g∗(x) + τ(g). Clearly xId = x and

xg◦g
′
= (xg

′
)g (see Proposition 2.312.31), so this defines an action of hAut(X) on the set Wh(G).

With this notation we have the following theorem.

Theorem 4.4. The map tX induces a well-defined bijection

t̃X : Chs (X) → Wh(G)/ hAut(X).

The proof will consist of the following sequence of lemmas.

Lemma 4.5. If Y is a CW complex homotopy equivalent to X, then tX(Y ) is an orbit of the
action of hAut(X) on Wh(G).

Proof. By Proposition 2.312.31 we have τ(g ◦ f) = τ(f)g for every homotopy equivalence f : Y → X
and g ∈ hAut(X). If f : Y → X is a homotopy equivalence and g ∈ hAut(X), then g ◦ f is also
a homotopy equivalence, so if x ∈ tX(Y ), then xg ∈ tX(Y ) for every g. On the other hand, if
f, f ′ : Y → X are homotopy equivalences, then there is a g ∈ hAut(X) such that f ′ ≃ g ◦ f ,
showing that if x, x′ ∈ tX(Y ), then x′ = xg for some g. □

Lemma 4.6. If Y is a CW complex homotopy equivalent to X and Y ≃s Z, then tX(Y ) = tX(Z).

Proof. Let h : Z → Y be a simple homotopy equivalence. If x ∈ tX(Y ), i.e. x = τ(f) for some
homotopy equivalence f : Y → X, then f ◦ h : Z → X is a homotopy equivalence with τ(f ◦
h) = τ(f) = x by Proposition 2.312.31. This shows that tX(Y ) ⊆ tX(Z). We get similarly that
tX(Z) ⊆ tX(Y ), therefore tX(Y ) = tX(Z). □

Lemma 4.7. If Y and Z are CW complexes homotopy equivalent to X and tX(Y ) = tX(Z), then
Y ≃s Z.



SIMPLE HOMOTOPY TYPES OF EVEN DIMENSIONAL MANIFOLDS 21

Proof. Let x ∈ tX(Y ) = tX(Z) be an arbitrary element, then there are homotopy equivalences
f : Y → X and f ′ : Z → X with τ(f) = τ(f ′) = x. Let f−1 : X → Y denote the homotopy inverse
of f , then by Proposition 2.312.31 0 = τ(IdY ) = τ(f−1) + f−1

∗ (τ(f)) = τ(f−1) + f−1
∗ (x). Hence we

have τ(f−1 ◦ f ′) = τ(f−1) + f−1
∗ (τ(f ′)) = τ(f−1) + f−1

∗ (x) = 0, showing that f−1 ◦ f ′ : Z → Y is
a simple homotopy equivalence. □

Lemma 4.8 ([Coh73Coh73, (24.1)]). For every x ∈ Wh(G) there is a CW complex Y and a homotopy
equivalence f : Y → X such that τ(f) = x. □

Proof of Theorem 4.44.4. By Lemma 4.54.5, tX takes values in Wh(G)/ hAut(X) and by Lemma 4.64.6

it induces a well-defined map t̃X on Chs (X). Lemmas 4.74.7 and 4.84.8 imply that t̃X is injective and
surjective, respectively. □

Remark 4.9. There are two special cases when the action of hAut(X) on Wh(G) has a simpler
description.

First, assume that π1(g) = IdG for every g ∈ hAut(X). Then τ(g ◦ g′) = τ(g) + τ(g′) for every
g, g′ ∈ hAut(X) and xg = x + τ(g) for every x ∈ Wh(G) and g ∈ hAut(X). This implies that
{τ(g) | g ∈ hAut(X)} is a subgroup of Wh(G) and Wh(G)/ hAut(X) is the corresponding quotient
group.

Second, assume that τ(g) = 0 for every g ∈ hAut(X). Then xg = g∗(x) for every x ∈ Wh(G) and
g ∈ hAut(X). This means that the action of hAut(X) factors through the map π1 : hAut(X) →
Aut(G), in particular hAut(X) acts via automorphisms of the group Wh(G).

4.2. Manifolds. Now we consider the problem in the manifold setting. Fix a closed connected
CAT n-manifold M and let G = π1(M) with orientation character w : G → {±1}. Then we can
consider either all n-manifolds that are homotopy equivalent to M , or those that are h-cobordant
to M , up to simple homotopy equivalence, or manifolds homotopy equivalent to M up to the
equivalence relation generated by simple homotopy equivalence and h-cobordism.

Definition 4.10. Let

Mh
s (M) := {closed CAT n-manifolds N | N ≃M} / ≃s

MhCob
s (M) := {closed CAT n-manifolds N | N is h-cobordant to M} / ≃s

Mh
s,hCob(M) := {closed CAT n-manifolds N | N ≃M} /⟨≃s,hCob⟩

where ⟨≃s,hCob⟩ denotes the equivalence relation generated by simple homotopy equivalence and
h-cobordism.

As before, hAut(M) acts on the set Wh(G,w), and a subset tM (N) ⊆ Wh(G,w) is defined
for every manifold N that is homotopy equivalent to M . By Proposition 2.352.35 if f : N → M is a
homotopy equivalence between manifolds, then τ(f) ∈ Jn(G,w), so we can also define

uM (N) = π(tM (N)) = {π(τ(f)) | f : N →M is a homotopy equivalence}

which is a subset of Ĥn+1(C2;Wh(G,w)).

Theorem 4.11.

(a) The subset Jn(G,w) ⊆ Wh(G,w) is invariant under the action of hAut(M). The action of

hAut(M) on Jn(G,w) induces an action on the set Ĥn+1(C2;Wh(G,w)).
(b) The map tM induces well-defined injective maps

t̃M : Mh
s (M) → Jn(G,w)/ hAut(M) and t̃′M : MhCob

s (M) → q(In(G,w)),

where q : Jn(G,w) → Jn(G,w)/ hAut(M) denotes the quotient map, so that

q(In(G,w)) ⊆ Jn(G,w)/ hAut(M).

Similarly, the map uM induces a well-defined map

ũM : Mh
s,hCob(M) → Ĥn+1(C2;Wh(G,w))/ hAut(M).
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(c) There is a commutative diagram

MhCob
s (M) �

� //
� _

t̃′M

��

Mh
s (M) // //
� _

t̃M

��

Mh
s,hCob(M)

ũM

��
q(In(G,w)) �

� // Jn(G,w)/hAut(M) // // Ĥn+1(C2;Wh(G,w))/ hAut(M)

In each row the first map is injective and the second map is surjective. In the top row the
composition of the maps is trivial, while the bottom row is an exact sequence of pointed sets.

(d) If Hypothesis 1.11.1 are satisfied, then t̃′M is surjective, ũM is injective, and the top row is an
exact sequence of pointed sets.

(e) If Hypothesis 1.11.1 are satisfied, then, using the notation from Section 3.23.2, the subsets

ϱ−1(Imσs) ⊆ Jn(G,w) and (ϱ ◦ π)−1(Imσs) ⊆ Ĥn+1(C2;Wh(G,w))

are invariant under the action of hAut(M), and we have

Im t̃M = (ϱ ◦ π)−1(Imσs)/ hAut(M) and Im ũM = ϱ−1(Imσs)/hAut(M).

This implies Theorem EE (see also Theorem 4.164.16 below). Note that parts (aa), (bb) and (cc) do not
require Hypothesis 1.11.1 and so apply to smooth/PL 4-manifolds as well as topological 4-manifolds
with arbitrary fundamental group.

We will use the following lemmas in the proof of Theorem 4.114.11.

Lemma 4.12. Let N and P be manifolds homotopy equivalent to M . If N ≃s P or N is h-
cobordant to P , then uM (N) = uM (P ).

Proof. If N ≃s P , then tM (N) = tM (P ) by Lemma 4.64.6, so uM (N) = π(tM (N)) = π(tM (P )) =
uM (P ).

If N is h-cobordant to P and h : P → N is a homotopy equivalence induced by an h-cobordism,
then π(τ(f ◦ h)) = π(τ(f)) + π(f∗(τ(h))) = π(τ(f)) for every homotopy equivalence f : N → M
(because f∗(τ(h)) ∈ In(G,w) by Proposition 2.382.38). Hence uM (N) ⊆ uM (P ). We get similarly
that uM (P ) ⊆ uM (N), therefore uM (N) = uM (P ). □

Lemma 4.13. Suppose that Hypothesis 1.11.1 are satisfied, and N and P are manifolds homotopy
equivalent toM . If uM (N) = uM (P ), then there is a manifold Q that is simple homotopy equivalent
to N and h-cobordant to P .

Proof. Since uM (N) = uM (P ), there are homotopy equivalences f : N → M and g : P → M
such that π(τ(f)) = π(τ(g)), equivalently, τ(f) − τ(g) ∈ In(G,w). If g−1 denotes the homotopy
inverse of g, then τ(g−1 ◦ f) = τ(g−1) + g−1

∗ (τ(f)) = τ(g−1) + g−1
∗ (τ(g)) + g−1

∗ (τ(f) − τ(g)) =
τ(g−1◦g)+g−1

∗ (τ(f)−τ(g)) = g−1
∗ (τ(f)−τ(g)) by Proposition 2.312.31. So we can apply Corollary 3.33.3

to the homotopy equivalence g−1 ◦ f : N → P . □

Lemma 4.14. Suppose that N and P are manifolds satisfying Hypothesis 1.11.1. If there is a manifold
Q that is simple homotopy equivalent to N and h-cobordant to P , then there is a manifold R that
is h-cobordant to N and simple homotopy equivalent to P .

Proof. Apply Corollary 3.33.3 to the composition of a homotopy equivalence P → Q induced by an
h-cobordism and a simple homotopy Q→ N . □

Proposition 4.15. Suppose that N and P are manifolds satisfying Hypothesis 1.11.1. Then the
following are equivalent.
(a) The manifolds N and P are equivalent under the equivalence relation generated by simple

homotopy equivalence and h-cobordism.
(a) There is a manifold Q that is simple homotopy equivalent to N and h-cobordant to P .

Proof. A chain between N and P of alternating simple homotopy equivalences and h-cobordisms
can be reduced to a chain of length two using Lemma 4.144.14. □

Now we are ready to begin the proof of Theorem 4.114.11.
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Proof of Theorem 4.114.11. (aa) If g ∈ hAut(M), then τ(g) ∈ Jn(G,w) by Proposition 2.352.35. Moreover,
π1(g) ◦ w = w, hence g∗ : Wh(G,w) → Wh(G,w) is compatible with the involution, so if x =

−(−1)nx, then g∗(x) = −(−1)ng∗(x). Hence, if x ∈ Jn(G,w), then xg ∈ Jn(G,w), i.e. hAut(M)
acts on Jn(G,w).

If x, y ∈ Jn(G,w) and x − y ∈ In(G,w), then xg − yg = (g∗(x) + τ(g)) − (g∗(y) + τ(g)) =
g∗(x− y) ∈ In(G,w) (because g∗ is compatible with the involution). Therefore there is an induced

action on Ĥn+1(C2;Wh(G,w)).
(bb) If f : N → M is a homotopy equivalence for some n-manifold N , then τ(f) ∈ Jn(G,w) by

Proposition 2.352.35. Hence tM (N) ⊆ Jn(G,w) for every manifold N that is homotopy equivalent to
M . Lemmas 4.54.5, 4.64.6, and 4.74.7 can be used again to show that tM induces well-defined injective
maps t̃M : Mh

s (M) → Jn(G,w)/ hAut(M) and t̃′M : MhCob
s (M) → Jn(G,w)/ hAut(M). If N is

h-cobordant to M and f : N → M is a homotopy equivalence induced by an h-cobordism, then
τ(f) ∈ In(G,w) by Proposition 2.382.38, showing that tM (N) ∈ q(In(G,w)).

The analogue of Lemma 4.54.5 shows that uM (N) is an orbit of the action of hAut(M) on

Ĥn+1(C2;Wh(G,w)) (using that π(τ(g ◦ f)) = π(τ(f)g) = π(τ(f))g for every homotopy equiva-
lence f : N → M and g ∈ hAut(M)). Lemma 4.124.12 shows that uM induces a well-defined map on
Mh

s,hCob(M).

(cc) This follows immediately from the definitions.

(dd) The surjectivity of t̃′M and injectivity of ũM follow from Corollary 3.23.2 and Lemma 4.134.13,
respectively.

For the exactness of the top row, assume that N is equivalent to M under the equivalence
relation generated by simple homotopy equivalence and h-cobordism. By Proposition 4.154.15 there is
a manifold P that is simple homotopy equivalent to N and h-cobordant to M . This represents an
element of MhCob

s (M), which is mapped to the equivalence class of N in Mh
s (M).

(ee) First consider ϱ−1(Imσs), which is equal to Im τ̂ by Corollary 3.93.9. This is hAut(M)-invariant,
because for any [N, f ] ∈ Sh(M) and g ∈ hAut(M) we have π(τ(f))g = π(τ(g ◦ f)) = τ̂([N, g ◦ f ]).
Since the action of hAut(M) on Ĥn+1(C2;Wh(G,w)) is induced by its action on Jn(G,w), and
ϱ−1(Imσs) is hAut(M)-invariant, π−1(ϱ−1(Imσs)) is hAut(M)-invariant too.

Now suppose that [N ] ∈ Mh
s,hCob(M). Then there is a homotopy equivalence f : N → M and

ũM ([N ]) is the orbit of π(τ(f)) = τ̂([N, f ]) ∈ Im τ̂ = ϱ−1(Imσs). This shows that Im ũM ⊆
ϱ−1(Imσs)/ hAut(M). On the other hand, if x ∈ ϱ−1(Imσs) = Im τ̂ , then x = π(τ(f)) for some
homotopy equivalence f : N → M , and then [N ] ∈ Mh

s,hCob(M) and ũM ([N ]) is the orbit of x.

Therefore Im ũM ⊇ ϱ−1(Imσs)/ hAut(M).

By the commutativity of the diagram in part (cc), Im t̃M is contained in the inverse image of
Im ũM = ϱ−1(Imσs)/ hAut(M), which is π−1(ϱ−1(Imσs))/hAut(M). In the other direction, if
x ∈ Jn(G,w) and π(x) ∈ ϱ−1(Imσs) = Im τ̂ , then there exists a manifold N1 and a homotopy
equivalence f1 : N1 → M with π(τ(f1)) = π(x). It follows that x = τ(f1) + y for some y ∈
In(G,w). Use (f1)∗ to identify π1(N1) with G = π1(M) (since f1 is a homotopy equivalence,
the orientation character of N is also w). By Corollary 3.23.2 there exists a manifold N2 and a
homotopy equivalence f2 : N2 → N1 with τ(f2) = y. By Proposition 2.312.31 we have τ(f1 ◦ f2) =
τ(f1) + (f1)∗(τ(f2)) = τ(f1) + τ(f2) = τ(f1) + y = x (where (f1)∗ = Id because we used f1 to

identify π1(N1) with G). So for [N2] ∈ Mh
s (M) we get that t̃M ([N2]) is the orbit of x, showing

that Im t̃M ⊇ (ϱ ◦ π)−1(Imσs)/ hAut(M). □

In particular we have the following, which is immediate from Theorem 4.114.11.

Theorem 4.16. If Hypothesis 1.11.1 are satisfied, then there are bijections

t̃′M : MhCob
s (M)

∼=−→ q(In(G,w))

t̃M : Mh
s (M)

∼=−→ (ϱ ◦ π)−1(Imσs)/ hAut(M)

ũM : Mh
s,hCob(M)

∼=−→ ϱ−1(Imσs)/hAut(M).

With extra input from the map ψ, the latter two statements become cleaner.

Corollary 4.17. If Hypothesis 1.11.1 are satisfied and ψ is surjective, then there are bijections

Mh
s (M) ∼= Jn(G,w)/ hAut(M) and Mh

s,hCob(M) ∼= Ĥn+1(C2;Wh(G,w))/ hAut(M).
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Proof. By Corollary 3.93.9 (bb), Ĥn+1(C2;Wh(G,w)) = Imψ ⊆ ϱ−1(Imσs). Hence ϱ−1(Imσs) =

Ĥn+1(C2;Wh(G,w)), (ϱ ◦ π)−1(Imσs) = Jn(G,w). □

Remark 4.18. If τ(g) ∈ In(G,w) for every g ∈ hAut(M), then the proof of Theorem 4.114.11 (aa)
shows that In(G,w) is also an invariant subset under the action of hAut(M), and q(In(G,w)) =
In(G,w)/ hAut(M). It also means that π(τ(g)) = 0 for every g, so hAut(M) acts on the group

Ĥn+1(C2;Wh(G,w)) via automorphisms.
As in Remark 4.94.9, if τ(g) = 0 for every g, then hAut(M) acts on the groups In(G,w) and

Jn(G,w) via automorphisms. And if π1(g) = IdG for every g, then Jn(G,w)/ hAut(M) and

Ĥn+1(C2;Wh(G,w))/ hAut(M) are quotient groups of Jn(G,w) and Ĥn+1(C2;Wh(G,w)).

Now we consider some corollaries of Theorems 4.114.11 and 4.164.16.

Definition 4.19. Let M be a closed, CAT n-manifold with π1(M) ∼= G and orientation character
w : G→ {±1}. We define the subsets

T (M) = {τ(g) | g ∈ hAut(M)} ⊆ Jn(G,w)

U(M) = {π(τ(g)) | g ∈ hAut(M)} ⊆ Ĥn+1(C2;Wh(G,w))

Proposition 4.20. Let M be a closed, CAT n-manifold satisfying Hypothesis 1.11.1. Let G = π1(M)
with orientation character w : G → {±1}. Then |MhCob

s (M)| > 1 if and only if In(G,w) \ T (M)
is nonempty.

Proof. Note that T (M) = tM (M) ⊆ Jn(G,w) is the orbit of 0 under the action of hAut(M).
So q(In(G,w)) contains more than one element if and only if In(G,w) \ T (M) is nonempty. By
Theorem 4.164.16 this is equivalent to MhCob

s (M) containing more than one element. □

Proposition 4.21. Let M be a closed, CAT n-manifold satisfying Hypothesis 1.11.1. Let G = π1(M)
with orientation character w : G→ {±1}. Then |Mh

s,hCob(M)| > 1 if and only if ϱ−1(Imσs)\U(M)

is nonempty. In particular, it is a sufficient condition that Im(ψ) \ U(M) is nonempty.

Proof. Again U(M) = uM (M) ⊆ Ĥn+1(C2;Wh(G,w)) is the orbit of 0 under the action of
hAut(M). So ϱ−1(Imσs)/hAut(M) contains more than one element if and only if ϱ−1(Imσs) \
U(M) is nonempty. By Theorem 4.164.16 this is equivalent to Mh

s,hCob(M) containing more than one

element. Finally, by Corollary 3.93.9(bb) we have ϱ−1(Imσs) \ U(M) ⊇ Im(ψ) \ U(M). □

Proposition 4.22. Let M be a closed, CAT n-manifold satisfying Hypothesis 1.11.1. Then the
following are equivalent:

(i) |Mh
s (M)| > 1.

(ii) Either |MhCob
s (M)| > 1 or |Mh

s,hCob(M)| > 1.

(iii) (ϱ ◦ π)−1(Imσs) \ T (M) is nonempty.

Proof. (ii) ⇔ (iiii). By Theorem 4.114.11 (cc) and (dd) we have |Mh
s (M)| = 1 if and only if |MhCob

s (M)| =
1 and |Mh

s,hCob(M)| = 1.

(ii) ⇔ (iiiiii). Follows from Theorem 4.164.16 since T (M) is the orbit of 0. □

Part 2. The simple homotopy manifold set of S1 × L

In this part we consider S1×L, the product of the circle with a lens space L. We will prove The-
orems BB, CC, and DD about the simple homotopy manifold sets of S1×L. As described in Sections 1.41.4
and 1.51.5, we need to study the involution on Wh(C∞×Cm) and the group hAut(S1×L). Section 55

contains our results about the groups Jn(C∞×Cm), In(C∞×Cm) and Ĥn+1(C2;Wh(C∞×Cm))
(for n even), which rely on the results of Part 33. In Section 66, we prove that all homotopy auto-
morphisms of S1×L are simple, and determine the automorphisms of C∞×Cm induced by them.
In Section 77, we combine these results to prove Theorems BB, CC, and DD.
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5. The involution on Wh(C∞ × Cm)

In order to understand its involution, we first consider a direct sum decomposition of the
Whitehead group Wh(C∞ × G). This decomposition is derived from the fundamental theorem
for K1(ZG[t, t−1]) [Bas68Bas68]; see also [Ran86Ran86], [Wei13Wei13, III.3.6]. Whilst this theorem appeared for the
first time in Bass’ book, the paper of Bass-Heller-Swan [BHS64BHS64, Theorem 2’] is often mentioned
in conjunction with it, as an early version which contained several key ideas, and the theorem for
left regular rings, appeared there. See [Bas68Bas68, pXV] for further discussion.

We will use the version given by Ranicki [Ran86Ran86]. We start by defining the terms appearing in
the decomposition in Section 5.15.1. Section 5.25.2 contains the decomposition of Wh(C∞ × Cm) and

the induced decompositions of Jn(C∞×Cm), In(C∞×Cm) and Ĥn+1(C2;Wh(C∞×Cm)). These
will be combined with the results of Part 33 in Section 5.35.3, to prove Theorems 5.145.14, 5.155.15, and 5.175.17,
which will be the key algebraic ingredients in the proofs of Theorems BB, CC, and DD respectively.

5.1. The K̃0 and NK1 groups. First we consider the K0 groups. For a ring R, we will define

the abelian group K0(R), and, for a group G, the reduced group K̃0(ZG). A convenient reference

for this material is [Wei13Wei13]. In Part 33, we will study the involution on K̃0(ZG) in more detail when
G is a finite cyclic group.

Definition 5.1. For a ring R let P (R) denote the set of isomorphism classes of (finitely gener-
ated left) projective R-modules, which is a monoid under direct sum. Define K0(R) to be the
Grothendieck group of this monoid, i.e. the abelian group generated by symbols [P ], for every
P ∈ P (R), subject to the relations [P1 ⊕ P2] = [P1] + [P2] for P1, P2 ∈ P (R).

The assignment R 7→ K0(R) defines a functor from the category of rings to the category of
abelian groups. If f : R → S is a ring homomorphism, then K0(f) : K0(R) → K0(S) is the map
induced by extension of scalars P 7→ f#(P ) := S ⊗R P (see Definition 2.212.21) for P ∈ P (R).

Definition 5.2. For a group G, let

K̃0(ZG) := K0(ZG)/K0(Z),
where the map K0(Z) → K0(ZG) is induced by the inclusion i : Z → ZG.

Definition 5.3. For a group G and a (finitely generated) projective ZG-module P , the rank of P
is defined to be

rk(P ) := rkZ(ε#(P ))

where ε : ZG→ Z denotes the augmentation map and rkZ denotes the rank of a free Z-module.

We have that K0(Z) ∼= Z and, for P ∈ P (ZG), the rank rk(P ) coincides the the image of [P ]
under the composition K0(ZG) → K0(Z) ∼= Z induced by ε. Since ε ◦ i = IdZ, we have a splitting

of abelian groups K0(ZG) ∼= Z ⊕ K̃0(ZG) given by [P ] 7→ (rk(P ), [P ]). In particular, K̃0(ZG) is
the set of equivalence classes of projective ZG-modules P where P ∼ Q if P ⊕ZGi ∼= Q⊕ZGj for
some i, j ≥ 0.

For R a ring with involution, we can define a natural involution on K0(R). If P ∈ P (R), then
P ∗ ∈ P (R) (see Definition 2.232.23) since P ⊕Q ∼= Rn implies that P ∗ ⊕Q∗ ∼= Rn.

Definition 5.4. The standard involution on K0(R) is given by [P ] 7→ −[P ∗]. This map preserves

the rank of projective ZG-modules and so induces an involution on K̃0(ZG).

Next we define the Nil groups NK1(R) and recall some of their properties.

Definition 5.5. For a ring R, let

NK1(R) := coker(K1(R) → K1(R[t])),

where the map K1(R) → K1(R[t]) is induced by the inclusion R→ R[t].

Note that NK1 is a functor from the category of rings to the category of abelian groups. If
R (and hence R[t]) is a ring with involution, then K1(R[t]) also has a natural involution (see
Section 2.22.2). This involution preserves the image of K1(R) → K1(R[t]), and hence induces an
involution on NK1(R), which we will denote by x 7→ x.

Definition 5.6. We equip NK1(R)
2 = NK1(R)⊕NK1(R) with the involution (x, y) 7→ (y, x).
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We will need the following result of Farrell [Far77Far77] (note that Nil, which is also written as Nil0,
coincides with NK1 by [Bas68Bas68, Chapter XII; 7.4(a)]).

Theorem 5.7 (Farrell). For any ring R, if NK1(R) ̸= 0, then NK1(R) is not finitely generated.

The following can be proven by combining results of Bass-Murthy [BM67BM67], Martin [Mar75Mar75], and
Weibel [Wei09Wei09].

Theorem 5.8. Let m ≥ 1. Then NK1(ZCm) = 0 if and only if m is square-free.

Proof. If m is square-free, then NK1(ZCm) = 0 by [BM67BM67, Theorem 10.8 (d)]. If n | m and
NK1(ZCn) ̸= 0, then NK1(ZCm) ̸= 0 (by, for example, [Mar75Mar75, Theorem 3.6]). It remains to
show that NK1(ZCp2) ̸= 0 for all primes p. This was achieved in the case where p is odd in
[Mar75Mar75, Theorem B] and in the case p = 2 in [Wei09Wei09, Theorem 1.4]. □

5.2. Bass-Heller-Swan decomposition of Wh(C∞×G). By [Ran86Ran86, p.329, p.357] we have the
following theorem.

Theorem 5.9 (Bass-Heller-Swan decomposition). Let G be a group. Then there is an isomorphism
of ZC2-modules, which is natural in G:

Wh(C∞ ×G) ∼= Wh(G)⊕ K̃0(ZG)⊕NK1(ZG)2

where the ZC2-module structure of each component is determined by the involution defined in
Section 2.22.2, Definition 5.45.4 and Definition 5.65.6 respectively.

Proposition 5.10. Let G be a group. The decomposition of Theorem 5.95.9 restricts to the following
isomorphisms:

Jn(C∞ ×G) ∼= Jn(G)⊕ {x ∈ K̃0(ZG) | x = −(−1)nx} ⊕NK1(ZG)

In(C∞ ×G) ∼= In(G)⊕ {x− (−1)nx | x ∈ K̃0(ZG)} ⊕NK1(ZG)

where NK1(ZG) is embedded into NK1(ZG)2 by the map x 7→ (x,−(−1)nx).

Proof. Since Theorem 5.95.9 gives a decomposition of ZC2-modules, In(C∞ × G) and Jn(C∞ × G)
are decomposed into the corresponding subgroups of the components on the right-hand side. If
(x, y) ∈ NK1(ZG)2, then (x, y) = (y, x), so (x, y) = −(−1)n(x, y) if and only if y = −(−1)nx, so

{(x, y) ∈ NK1(ZG)2 | (x, y) = −(−1)n(x, y)} = {(x,−(−1)nx) | x ∈ NK1(ZG)}
which is isomorphic to NK1(ZG). Similarly, we have

(x, y)− (−1)n(x, y) = (x− (−1)ny,−(−1)nx− (−1)ny).

Therefore we have that

{(x, y)− (−1)n(x, y) | (x, y) ∈ NK1(ZG)2} = {(x,−(−1)nx) | x ∈ NK1(ZG)}
which is isomorphic to NK1(ZG). □

We immediately get the following corollary; see also [Ran86Ran86, p.358].

Corollary 5.11. Let G be a group. The decomposition of Theorem 5.95.9 induces an isomorphism

Ĥn+1(C2;Wh(C∞ ×G)) ∼= Ĥn+1(C2;Wh(G))⊕ Ĥn+1(C2; K̃0(ZG)).

5.3. The groups Jn(C∞×Cm), In(C∞×Cm), and Ĥn+1(C2;Wh(C∞×Cm)). In this section we
prove, using results from Part 33, our main results about the groups Jn(C∞ ×Cm), In(C∞ ×Cm),

and Ĥn+1(C2;Wh(C∞ × Cm)) for n even.
First note that by Proposition 5.105.10 and Theorem 5.75.7, for any group G and any n, if NK1(ZG) ̸=

0, then Jn(C∞ ×G) and In(C∞ ×G) are not finitely generated. If G is finite and n is even, then
we also have the following.

Lemma 5.12. Suppose that n is even and G is a finite group. Then the following are equivalent:

(i) |Jn(C∞ ×G)| <∞
(ii) |In(C∞ ×G)| <∞
(iii) NK1(ZG) = 0.
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Proof. Let SK1(ZG) = ker(K1(ZG) → K1(QG)) where the map is induced by inclusion ZG ⊆ QG.
It was shown by Wall [Wal74Wal74, Proposition 6.5] (see also [Oli88Oli88, Theorem 7.4]) that SK1(ZG) is
isomorphic to the torsion subgroup of Wh(G). Let Wh′(G) = Wh(G)/SK1(ZG) be the free part.
The standard involution on Wh(G) induces an involution on Wh′(G), and Wall showed this induced
involution is the identity (see [Oli88Oli88, Corollary 7.5]).

It follows that if x = −x ∈ Wh(G), then x maps to 0 ∈ Wh′(G), so x ∈ SK1(ZG). Hence

In(G) ≤ Jn(G) ≤ SK1(ZG). If G is finite, then SK1(ZG) is finite [Wal74Wal74] and K̃0(ZG) is
finite [Swa60Swa60] (see also Proposition 8.48.4 (iiii)). Therefore the lemma follows from Proposition 5.105.10
and Theorem 5.75.7. □

Proposition 5.13. Suppose that n is even. Then for every m ≥ 2 we have Jn(Cm) = 0, and

hence In(Cm) ∼= Ĥn+1(C2;Wh(Cm)) = 0.

Proof. By Proposition 2.102.10, Wh(Cm) is a finitely generated free abelian group. By [Bas74Bas74, Propo-
sition 4.2], the involution acts trivially on Wh(G) for all G finite abelian. Hence Jn(Cm) = {x ∈
Wh(Cm) | x = −x} = 0. □

The next three theorems are the main results of Section 55. They will be established as a
consequence of Theorems 11.111.1, 11.211.2 and 11.311.3, which will be proven in Section 1111 (which is in
Part 33). These results were stated in the introduction as Theorems 1.61.6, 1.71.7 and 1.81.8 respectively.

Theorem 5.14. Suppose that n is even and m ≥ 2 is an integer.

(i) |Jn(C∞ × Cm)| = 1 if and only if m ∈ {2, 3, 5, 6, 7, 10, 11, 13, 14, 17, 19};
(ii) |Jn(C∞ × Cm)| = ∞ if and only if m is not square-free;
(iii) |Jn(C∞ × Cm)| → ∞ super-exponentially in m.

Theorem 5.15. Suppose that n is even and m ≥ 2 is an integer.

(i) |In(C∞ × Cm)| = 1 if and only if m ∈ {2, 3, 5, 6, 7, 10, 11, 13, 14, 15, 17, 19, 29};
(ii) |In(C∞ × Cm)| = ∞ if and only if m is not square-free;
(iii) |In(C∞ × Cm)| → ∞ super-exponentially in m.

Remark 5.16. To write Theorem 5.145.14 (ii) another way, the m ≥ 2 for which |Jn(C∞ × Cm)| = 1
are as follows:

m =

{
p, where p ≤ 19 is prime

2p, where p ≤ 7 is an odd prime.

Furthermore, Theorem 5.155.15 (ii) states that |In(C∞ × Cm)| = 1 if and only if |Jn(C∞ × Cm)| = 1
or m ∈ {15, 29}.

Proof of Theorems 5.145.14 and 5.155.15. First note that Theorem 5.145.14 (iiii) and Theorem 5.155.15 (iiii) imme-
diately follow from Theorem 5.85.8 and Lemma 5.125.12. For the proofs of (ii) and (iiiiii), we can therefore
restrict to the case where m is square-free, when NK1(ZCm) = 0. By Propositions 5.105.10 and 5.135.13
we then have:

Jn(C∞ × Cm) ∼= {x ∈ K̃0(ZCm) | x = −x}

In(C∞ × Cm) ∼= {x− x | x ∈ K̃0(ZCm)}.
The results follow from Theorems 11.111.1 and 11.211.2 (see Section 1111). □

Theorem 5.17. Suppose that n is even and m ≥ 2 is an integer.

(i) |Ĥn+1(C2;Wh(C∞ × Cm))| = 1 for infinitely many m.

(ii) |Ĥn+1(C2;Wh(C∞ × Cm))| <∞ for every m.

(iii) sup
l≤m

|Ĥn+1(C2;Wh(C∞ × Cl))| → ∞ exponentially in m.

Note that (ii) and (iiiiii) imply that

lim inf
m→∞

|Ĥn+1(C2;Wh(C∞ × Cm))| = 1, lim sup
m→∞

|Ĥn+1(C2;Wh(C∞ × Cm))| = ∞.

Proof. It follows from Corollary 5.115.11 and Proposition 5.135.13 that

Ĥn+1(C2;Wh(C∞ × Cm)) ∼= Ĥ1(C2; K̃0(ZCm)) ∼=
{x ∈ K̃0(ZCm) | x = −x}
{x− x | x ∈ K̃0(ZCm)}

.
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Hence parts (ii) and (iiiiii) follows from Theorem 11.311.3, which will be proved in Section 1111. Part (iiii)

follows from the fact that K̃0(ZCm) is finite [Swa60Swa60] (see also Proposition 8.48.4 (iiii)). □

6. Homotopy automorphisms of S1 × L

Fix k,m ≥ 2 and q1, . . . , qk such that gcd(m, qj) = 1. Let L = L2k−1(m; q1, . . . , qk) be a
(2k − 1)-dimensional lens space with π1(L) ∼= Cm. We will be interested in the product S1 × L
and its homotopy automorphisms. Fix basepoints of S1 and L and let i1 : S

1 → S1 × L and
i2 : L → S1 × L denote the standard embeddings, we will identify S1 and L with their images in
S1 × L. Let G = C∞ × Cm ∼= π1(S

1 × L).

6.1. The automorphism induced on the fundamental group. Our first goal is to determine
which automorphisms of G can be realised by homotopy automorphisms of S1 ×L, i.e. to describe
the image of the map π1 : hAut(S1×L) → Aut(G). Note that the automorphisms of G = C∞×Cm
can be expressed as matrices of the form ( a b0 c ), where a ∈ {±1}, b ∈ Cm and c ∈ C×

m
∼= Aut(Cm).

Lemma 6.1 ([Coh73Coh73, Statement 29.5]). Let c ∈ C×
m. There is a homotopy automorphism f : L→ L

such that π1(f) = c if and only if ck ≡ ±1 modm.

Lemma 6.2.

(a) There is a diffeomorphism f ∈ Diff(S1 × L) such that π1(f) =
(−1 0

0 1

)
.

(b) There is a diffeomorphism f ∈ Diff(S1 × L) such that π1(f) = ( 1 1
0 1 ).

Proof. (aa) Take f = r × IdL for an orientation-reversing diffeomorphism r : S1 → S1.
(bb) Let S2k−1 = {(z1, . . . , zk) |

∑
|zj |2 = 1} ⊆ Ck. Recall that L = L2k−1(m; q1, . . . , qk)

is the quotient of S2k−1 by the Cm-action generated by (z1, . . . , zk) 7→ (ζq1z1, . . . , ζ
qkzk), where

ζ = e2πi/m. Define ϕ : S1 → Diff(L) by e2πit 7→ ([z1, . . . , zk] 7→ [ζq1tz1, . . . , ζ
qktzk]). Then we can

define a suitable diffeomorphism f by f(x, y) = (x, ϕ(x)(y)). □

Lemma 6.3. For every homotopy automorphism f : S1 × L → S1 × L there is a homotopy auto-
morphism f̄2 : L→ L such that f ◦ i2 ≃ i2 ◦ f̄2 : L→ S1 × L.

Proof. Since π1(L) ∼= Cm is the torsion subgroup of π1(S
1×L) ∼= C∞×Cm, the restriction of π1(f)

is an isomorphism π1(L) → π1(L), and hence Imπ1(f◦i2) = Imπ1(ρ) where the covering ρ : R×L→
S1 × L is the product of the universal covering of S1 and IdL. By the lifting criterion [Hat02Hat02,

Proposition 1.33], f ◦ i2 has a lift f̃2 : L→ R×L such that f ◦ i2 = ρ◦ f̃2. Let π : R×L→ L denote
the projection. Since R is contractible, the universal covering map R → S1 is null-homotopic. It
follows that ρ ≃ i2 ◦ π. Thus

f ◦ i2 = ρ ◦ f̃2 ≃ i2 ◦ π ◦ f̃2 = i2 ◦ f̄2,

where by definition f̄2 = π ◦ f̃2 : L→ L.
This implies that π1(f̄2) is the restriction of π1(f), so it is an isomorphism. Since πj(i2) is an

isomorphism for j > 1 and f is a homotopy automorphism (hence πj(f) is an isomorphism), πj(f̄2)
is also an isomorphism. Therefore f̄2 is a homotopy automorphism too. □

Definition 6.4. Let A2k(m) ≤ Aut(G) denote the subgroup of matrices ( a b0 c ) such that ck ≡ ±1
mod m.

Theorem 6.5. We have Im(π1 : hAut(S1 × L) → Aut(G)) = A2k(m).

Proof. Suppose that f : S1 × L → S1 × L is a homotopy automorphism with π1(f) = ( a b0 c ). By
Lemma 6.36.3 there is a homotopy automorphism f̄2 : L→ L such that f ◦ i2 ≃ i2 ◦ f̄2. This implies
that π1(f̄2) = c, so by Lemma 6.16.1 ck ≡ ±1 mod m. Therefore π1(f) ∈ A2k(m).

Let c ∈ C×
m be such that ck ≡ ±1 mod m. By Lemma 6.16.1 there is a homotopy automorphism

f : L → L such that π1(f) = c. Then IdS1 ×f is a homotopy automorphism of S1 × L such that
π1(IdS1 ×f) = ( 1 0

0 c ). Matrices of this form, together with the matrices realised in Lemma 6.26.2,
generate A2k(m). Therefore A2k(m) ⊆ Im(π1 : hAut(S1 × L) → Aut(G)). □
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6.2. The Whitehead torsion. Next we prove that every homotopy automorphism of S1 × L is
simple.

Theorem 6.6. If f ∈ hAut(S1 × L), then τ(f) = 0.

Remark 6.7. Whenm is odd, this also follows from results of Khan and Hsiang-Jahren. By [Kha17Kha17,
Corollary 6.2], hAut(S1 × L) is generated by maps of the form f × IdL, IdS1 ×g and rh, where
f ∈ hAut(S1), g ∈ hAut(L), h : S1 → Map(L) and rh(x, y) = (x, h(x)(y)). By Proposition 2.322.32,
generators of the first two types have vanishing Whitehead torsion. If m is odd, then it follows
from [HJ83HJ83, Proposition 3.1] that τ(rh) = 0 (see also [Kha17Kha17, Corollary 6.4]).

The proof consists of two parts, which we will prove in the following two lemmas. For a CW
complex X and an integer n ≥ 0, let skn(X) denote the n-skeleton of X. We will endow S1 × L
with a standard CW decomposition, that we recall during the next proof.

Lemma 6.8. If g : S1×L→ S1×L is a homotopy automorphism such that g
∣∣
L∪sk2k−2(S1×L) = Id,

then τ(g) = 0.

Proof. We will denote the generators of the components of G by α ∈ C∞ and β ∈ Cm. Let
Σ :=

∑m−1
j=0 βj ∈ ZCm ⊆ ZG be the norm element of ZCm.

The lens space L = L2k−1(m; q1, . . . , qk) has a CW decomposition with one cell Ej in each
dimension 0 ≤ j ≤ 2k − 1 (see e.g. [Coh73Coh73, §28]). The corresponding cellular chain complex
(CLj , d

L
j ) with ZCm coefficients has CLj

∼= ZCm for every j and

dLj =

{
Σ if j is even

βrh − 1 if j = 2h− 1

where rhqh ≡ 1 mod m.
The product M = S1 ×L has a CW decomposition containing the cells of L, plus a (j + 1)-cell

E′
j+1, the product of Ej and the 1-cell of S1, for every 0 ≤ j ≤ 2k−1. Its chain complex (CMj , dMj )

with ZG coefficients is the tensor product of (CLj , d
L
j ) and the chain complex of S1 with ZC∞

coefficients, ZC∞
α−1−→ ZC∞. It has CM0

∼= CM2k
∼= ZG and CMj

∼= ZG2 for every 1 ≤ j ≤ 2k − 1
(with ZG⊕ {0} corresponding to Ej and {0} ⊕ ZG corresponding to E′

j). The differentials are

dM1 =

(
βr1 − 1
α− 1

)
, dM2h−1 =

(
βrh − 1 0
α− 1 Σ

)
for h > 1,

dM2k = (1− α, βrk − 1), dM2h =

(
Σ 0

1− α βrh − 1

)
for h < k.

We write elements of ZGj as row vectors, so a homomorphism ZGj → ZGh is multiplication on
the right by a j × h matrix.

We can assume that g is cellular, let gj : C
M
j → CMj denote the induced chain map. Since

g
∣∣
L∪sk2k−2(L×S1)

= Id, we have gj = Id for every j ≤ 2k − 2 and g2k−1

∣∣
ZG⊕{0} = Id.

We investigate the map g2k−1 : C
M
2k−1 → CM2k−1. It is represented by a 2× 2 matrix with entries

in ZG, with respect to the basis corresponding to E2k−1 and E′
2k−1. Since g2k−1

∣∣
ZG⊕{0} = Id,

the matrix is
(
1 0
x y

)
for some x, y ∈ ZG. To compute x and y, we consider the difference between

g and Id on E′
2k−1. Since g

∣∣
∂E′

2k−1

= Id, the cell E′
2k−1 and g(E′

2k−1) together form a map

S2k−1 → S1 × L. This map represents an element of π2k−1(S
1 × L) ∼= π2k−1(R × S2k−1) ∼= Z, so

its homotopy class is an integer multiple of that of the inclusion S2k−1 → R × S2k−1, composed
with the projection R× S2k−1 → S1 ×L. The image of the fundamental class of S2k−1 under this
composition is represented by the chain Σ ∈ ZG ⊕ {0} < ZG2 ∼= CM2k−1. So E′

2k−1 and g(E′
2k−1)

differ by some integer multiple of Σ ∈ ZG ⊕ {0}. Therefore (by changing g on E′
2k−1 and E′

2k,
to replace it with another cellular map which is homotopic to it) we can assume that y = 1 and
x = aΣ for some a ∈ Z. That is, g2k−1 = ( 1 0

aΣ 1 ).
Since (gj) is a chain map, we have dM2k ◦ g2k = g2k−1 ◦ dM2k. When converted to matrices this

yields

g2k(1− α, βrk − 1) = (1− α, βrk − 1) ( 1 0
aΣ 1 ) = (1− α, βrk − 1),
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since βrkΣ = Σ. Looking at the first coordinate, we have g2k(1− α) = (1− α). Multiplication by
(1− α) is an injective map ZG→ ZG, so we deduce that g2k = 1.

Therefore gj is an isomorphism for every j. By Lemma 2.182.18 we can compute the torsion via the

formula τ(g) =
∑2k
j=0(−1)j [gj ]. Since g2k−1 is an elementary matrix and gj = Id for j ̸= 2k − 1,

this implies that τ(g) = 0. □

Lemma 6.9. For every homotopy automorphism f : S1 × L→ S1 × L there is another homotopy
automorphism g such that τ(f) = τ(g) and g

∣∣
L∪sk2k−2(L×S1)

= Id.

Proof. By Lemma 6.36.3 there is a homotopy automorphism f̄2 : L → L such that f ◦ i2 ≃ i2 ◦ f̄2.
Let h : L → L be the homotopy inverse of f̄2, and let h := IdS1 ×h : S1 × L → S1 × L. Note that
h ◦ i2 = i2 ◦h : L→ S1×L. By Corollary 2.332.33 τ(h) = 0. Let f ′ = f ◦h. Then by Proposition 2.312.31,
we have that τ(f ′) = τ(f). Moreover, combining the above observations we have

f ′ ◦ i2 = f ◦ h ◦ i2 = f ◦ i2 ◦ h ≃ i2 ◦ f̄2 ◦ h ≃ i2.

This means that after changing f ′ by a homotopy we can assume that f ′
∣∣
L
= Id.

The embedding i1 : S
1 → S1 × L represents (1, 0) ∈ π1(S

1 × L) ∼= C∞ × Cm. Since π1(f
′) is

an automorphism of C∞ ×Cm, π1(f
′)−1(1, 0) = (a, b) for some a ∈ {±1}, b ∈ Cm. It follows from

Lemma 6.26.2 that there is a diffeomorphism h ∈ Diff(S1 × L) such that π1(h)(1, 0) = (a, b). Let
f ′′ = f ′ ◦ h. Then τ(f ′′) = τ(f ′) by Proposition 2.312.31 and Chapman’s Theorem 2.62.6. Moreover
π1(f

′′)(1, 0) = (1, 0), i.e. f ′′ ◦ i1 ≃ i1. The diffeomorphisms constructed in Lemma 6.26.2 keep L
pointwise fixed, so f ′′

∣∣
L
= Id, and after applying a homotopy we can also assume f ′′

∣∣
S1 = Id.

Finally, we recursively construct maps f ′′j for every 1 ≤ j ≤ 2k − 2 such that f ′′ ≃ f ′′j rel

S1 ∨ L and f ′′j
∣∣
L∪skj(L×S1)

= Id. We start with f ′′1 = f ′′. If f ′′j−1 is already defined, we consider

the single j-cell E′
j in S1 × L − L. Since f ′′j−1

∣∣
∂E′

j

= Id, the cell E′
j and f ′′j−1(E

′
j) together form

a map Sj → S1 × L. This map is nullhomotopic (because πj(S
1 × L) ∼= πj(R × S2k−1) = 0 for

2 ≤ j ≤ 2k − 2), so f ′′j−1

∣∣
E′

j

is homotopic to IdE′
j
rel ∂E′

j . We can extend this homotopy to a

homotopy between f ′′j−1 and an f ′′j with f ′′j
∣∣
L∪skj(L×S1)

= Id. Therefore f ′′j can be defined for

every 1 ≤ j ≤ 2k − 2.
To complete the proof of Lemma 6.96.9, we take g = f ′′2k−2 : S

1 × L→ S1 × L. □

Proof of Theorem 6.66.6. Consider a homotopy equivalence f : S1 × L → S1 × L. By Lemma 6.96.9,
we can replace f by a homotopy equivalence g : S1 × L → S1 × L such that τ(f) = τ(g) and
g
∣∣
L∪sk2k−2(L×S1)

= Id. Then g satisfies the hypotheses of Lemma 6.86.8, and so τ(g) = 0. Therefore

τ(f) = 0, and f is a simple homotopy equivalence, as desired. □

7. The proof of Theorems BB, CC, and DD

We can now combine the results of the previous sections to prove Theorems BB, CC, and DD.
Let n = 2k ≥ 4 be an even integer and fix a category CAT satisfying Hypothesis 1.11.1.

Recall the definition of the setsMh
s (M),MhCob

s (M) andMh
s,hCob(M) from Definition 4.104.10. Also

recall the definition of A2k(m) (Definition 6.46.4): A2k(m) ≤ Aut(C∞ × Cm) denotes the subgroup
of matrices ( a b0 c ) such that ck ≡ ±1 mod m. Note that A2k(m) acts on Wh(C∞ ×Cm) and on the
subgroups In(C∞ × Cm) and Jn(C∞ × Cm).

Proposition 7.1. Let m ≥ 2 and q1, . . . , qk such that gcd(m, qj) = 1. Let L = L2k−1(m; q1, . . . , qk)
be an (n − 1)-dimensional lens space with π1(L) ∼= Cm. Let G := C∞ × Cm ∼= π1(S

1 × L). Then
there are bijections of pointed sets Mh

s (S
1×L) ∼= Jn(G)/A2k(m), MhCob

s (S1×L) ∼= In(G)/A2k(m)

and Mh
s,hCob(S

1 × L) ∼= Ĥn+1(C2;Wh(G))/A2k(m).

Proof. Firstly note that, since C∞ × Cm is polycyclic, it is a good group [FQ90FQ90, KOPR21KOPR21], so
Hypothesis 1.11.1 is satisfied. Moreover, since the map ψ is surjective for G = C∞ × Cm, w ≡ 1 and
n even by Proposition 3.123.12, the vertical maps in the diagram of Theorem 4.114.11 (cc) are bijections if
M = S1 × L. Therefore Mh

s (S
1 × L) ∼= Jn(G)/ hAut(S1 × L), MhCob

s (S1 × L) ∼= q(In(G)), and
Mh

s,hCob(S
1 × L) ∼= Ĥn+1(C2;Wh(G))/hAut(S1 × L).

By Theorem 6.66.6, every homotopy automorphism of S1 × L is simple, therefore the action of
hAut(S1×L) on Wh(G) factors through the action of Aut(G) (see Definition 4.34.3 and Remark 4.184.18).
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By Theorem 6.56.5, the image of π1 : hAut(S1 × L) → Aut(G) is A2k(m). In particular, the orbits

of the action of hAut(S1 × L) and A2k(m) on Jn(G), In(G), and Ĥn+1(C2;Wh(G)) coincide.
This implies that Jn(G)/ hAut(S1 × L) = Jn(G)/A2k(m), q(In(G)) = In(G)/A2k(m). Hence, as

required, we have Ĥn+1(C2;Wh(G))/hAut(S1 × L) = Ĥn+1(C2;Wh(G))/A2k(m). □

In particular Proposition 7.17.1 implies that |Mh
s (S

1×L)|, |MhCob
s (S1×L)| and |Mh

s,hCob(S
1×L)|

are independent of the choice of the qj and of CAT, and only depend on n and m. This proves
part (aa) of Theorems BB, CC, and DD.

From now on, we will write Mn
m for S1 ×L, where L is any (n− 1)-dimensional lens space with

π1(L) ∼= Cm.

Lemma 7.2. Let n = 2k ≥ 4 be an even integer, m ≥ 2 and G = C∞ × Cm. Then the following
hold.

(a) |Mh
s (M

n
m)| = 1 if and only if Jn(G) = 0.

(b) |Mh
s (M

n
m)| = ∞ if and only if |Jn(G)| = ∞.

(c) If Mh
s (M

n
m) is finite, then |Jn(G)|

2m2 < |Mh
s (M

n
m)| ≤ |Jn(G)|.

(d) |MhCob
s (Mn

m)| = 1 if and only if In(G) = 0.
(e) |MhCob

s (Mn
m)| = ∞ if and only if |In(G)| = ∞.

(f) If MhCob
s (Mn

m) is finite, then |In(G)|
2m2 < |MhCob

s (Mn
m)| ≤ |In(G)|.

(g) |Mh
s,hCob(M

n
m)| = 1 if and only if Ĥn+1(C2;Wh(G)) = 0.

(h) |Mh
s,hCob(M

n
m)| = ∞ if and only if |Ĥn+1(C2;Wh(G))| = ∞.

(i) If Mh
s,hCob(M

n
m) is finite, then |Ĥn+1(C2;Wh(G))|

2m2 < |Mh
s,hCob(M

n
m)| ≤ |Ĥn+1(C2;Wh(G))|.

Proof. (aa) By Proposition 7.17.1, |Mh
s (M

n
m)| = |Jn(G)/A2k(m)|. The group A2k(m) ≤ Aut(G) acts

on Wh(G), and hence on Jn(G), by automorphisms. So 0 ∈ Jn(G) is a fixed point of this action,
and |Jn(G)/A2k(m)| = 1 if and only if Jn(G) = 0.

(bb) Aut(G), and hence its subgroup A2k(m), is finite. Hence |Jn(G)/A2k(m)| = ∞ if and only
if |Jn(G)| = ∞.

(cc) It is easy to see that |Jn(G)|
|A2k(m)| ≤ |Jn(G)/A2k(m)| ≤ |Jn(G)|. We have |A2k(m)| ≤ |Aut(G)| ≤

2m(m−1) < 2m2 since elements of Aut(G) can be represented as matrices of the form ( a b0 c ), where
a ∈ {±1}, b ∈ Cm, c ∈ C×

m.
The proofs of parts (dd), (ee), and (ff) (resp. parts (gg), (hh) and (ii)) are entirely analogous to those

of parts (aa), (bb), and (cc) respectively, and so will be omitted for brevity. □

Theorem 7.3. Let n = 2k ≥ 4 be an even integer and m ≥ 2. Then the following hold.

(a) |Mh
s (M

n
m)| = 1 if and only if m ∈ {2, 3, 5, 6, 7, 10, 11, 13, 14, 17, 19}.

(b) |Mh
s (M

n
m)| = ∞ if and only if m is not square-free.

(c) |Mh
s (M

n
m)| → ∞ as m→ ∞ (uniformly in n).

(d) |MhCob
s (Mn

m)| = 1 if and only if m ∈ {2, 3, 5, 6, 7, 10, 11, 13, 14, 15, 17, 19, 29}.
(e) |MhCob

s (Mn
m)| = ∞ if and only if m is not square-free.

(f) |MhCob
s (Mn

m)| → ∞ as m→ ∞ (uniformly in n).
(g) There are infinitely many m such that |Mh

s,hCob(M
n
m)| = 1 for every n.

(h) |Mh
s,hCob(M

n
m)| is finite for every n and m.

(i) lim sup
m→∞

(
inf
n

|Mh
s,hCob(M

n
m)|
)
= ∞.

Proof. (aa), (bb), (dd), (ee), (gg), and (hh) follow immediately from Lemma 7.27.2 and Theorems 5.145.14, 5.155.15,
and 5.175.17.

(cc) For every m, it follows from Lemma 7.27.2 (cc) that |Mh
s (M

n
m)| > |Jn(C∞×Cm)|

2m2 for every n.

By Theorem 5.145.14 (iiiiii) |Jn(C∞×Cm)|
2m2 → ∞ as m → ∞. Item (ff), can be proved similarly using

Theorem 5.155.15 (iiiiii).

(ii) For everym, it follows from Lemma 7.27.2 (ii) that infn |Mh
s,hCob(M

n
m)| > |Ĥn+1(C2;Wh(C∞×Cm))|

2m2 .

By Theorem 5.175.17 (iiiiii), we see that 1
2m2 supl≤m |Ĥn+1(C2;Wh(C∞×Cl))| → ∞ asm→ ∞. This im-

plies that supl≤m
|Ĥn+1(C2;Wh(C∞×Cl))|

2l2 → ∞ as m→ ∞. So the map m 7→ |Ĥn+1(C2;Wh(C∞×Cm))|
2m2

is unbounded. Therefore lim supm→∞
|Ĥn+1(C2;Wh(C∞×Cm))|

2m2 = ∞. □
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This completes the proof of the remaining parts of Theorems BB, CC, and DD, subject to the proofs
of Theorems 11.111.1 to 11.311.3 which will be postponed until Section 1111. We can now deduce:

Theorem 7.4. There exists an infinite collection of orientable, CAT n-manifolds that are all
homotopy equivalent to one another but are pairwise not simple homotopy equivalent.

Proof. By Theorem 7.37.3 (bb), if m is not square-free (e.g. if m = 4), then Mh
s (M

n
m) is infinite. Note

that Mn
m = S1 × L is orientable, so the same is true for every n-manifold homotopy equivalent

to it. Therefore we can get a suitable infinite collection by choosing a representative from each
element of Mh

s (M
n
m). □

This completes the proof of Theorem AA. Note that this does not depend on the results postponed
to Section 1111. In particular, if m is not square-free, then |NK1(ZCm)| = ∞ (Theorem 1.51.5) which
implies |Jn(C∞ × Cm)| = ∞ (Lemma 5.125.12) and so |Mh

s (M
n
m)| = ∞ (Lemma 7.27.2 (bb)).

Part 3. The involution on K̃0(ZCm)

The aim of this part will be to prove Theorems 11.111.1, 11.211.2, and 11.311.3, which are key ingredients
in the proofs of Theorems 5.145.14, 5.155.15, and 5.175.17 respectively. In Sections 88 and 99, we will recall the
necessary background on class groups, Tate cohomology, and ZC2-modules. The main technical

heart of this part will be Section 1010 where we will investigate the involution on K̃0(ZCm) and
prove general results which allow it to be computed. In Section 1111, we make use of the results in
Section 1010 to prove Theorems 11.111.1, 11.211.2, and 11.311.3. Throughout, we assume that all modules are
left modules.

8. Locally free class groups

We will now recall the theory of locally free class groups for orders in semisimple Q-algebras.
Good references for this material are [Swa80Swa80, Section 1-3] and [CR87CR87, Section 49A & 50E].

8.1. Definitions and properties. Recall that for a ring A, a nonzero A-module is simple if it
contains no simple A-submodules other than itself and 0, and is semisimple if isomorphic as an
A-module to a direct sum of its simple A-submodules. We say that a ring A is simple (resp.
semisimple) if A, viewed as an A-module, is simple (resp. semisimple). For a field K, a K-algebra
is a ring A for which K is a subring of the centre Z(A). A K-algebra is finite-dimensional if it is
finite-dimensional as a K-vector space.

Let A be a finite-dimensional semisimple Q-algebra. An order in A is a subring Λ ⊆ A that is
finitely generated as an abelian group and which has Q · Λ = A. For example, let G be a finite
group. Then A = QG is a finite dimensional Q-algebra which is semisimple by Maschke’s theorem
in representation theory, and Λ = ZG is an order in A.

From now on, fix an order Λ in a finite-dimensional semisimple Q-algebra A. For a prime p, let
Λp = Zp ⊗Z Λ and let Ap = Qp ⊗Q A denote the p-adic completions of Λ and A.

Definition 8.1. A Λ-moduleM is locally free ifMp = Zp⊗ZM is a free Λp-module for all primes p.

The following is [Swa80Swa80, Lemma 2.1]. Note that the converse need not hold, i.e. there exist
orders Λ and projective Λ-modules that are not locally free [Swa80Swa80, p. 156].

Proposition 8.2. If M is a locally free Λ-module, then M is projective.

We say that two locally free Λ-modules M and N are stably isomorphic, written M ∼=st N , if
there exists r, s ≥ 0 such that M ⊕ Λr ∼= N ⊕ Λs are isomorphic as Λ-modules.

Definition 8.3. Define the locally free class group C(Λ) to be the set of equivalence classes of
locally free Λ-modules up to stable isomorphism. This is an abelian group under direct sum (since
the direct sum of locally free modules is locally free).

It follows that C(Λ) ≤ K̃0(Λ) is a subgroup, where K̃0 is the 0th reduced algebraic K-group as
defined in Section 5.15.1. It is a consequence of the Jordan-Zassenhaus theorem that C(Λ) is finite
[CR87CR87, Remark 49.11 (ii)].

We will now specialise to the case where Λ = ZG for G a finite group. In contrast to the
situation for general orders, we have the following [Swa80Swa80, p. 156]. By Proposition 8.28.2, this implies
that a ZG-module is projective if and only if it is locally free.
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Proposition 8.4. Let G be a finite group.

(i) If M is a projective ZG-module, then M is locally free.

(ii) There is an isomorphism of abelian groups K̃0(ZG) ∼= C(ZG). In particular, K̃0(ZG) is
finite.

Finally we note the following which relates locally free class groups to ideal class groups (see
[Rei75Rei75, Section 35]).

Proposition 8.5. Let K/Q be a finite field extension. Then C(OK) coincides with the ideal class
group of OK .

8.2. Kernel groups. Let A be a finite-dimensional semisimple Q-algebra A. An order in A is
said to be maximal if it is not properly contained in another other order in A. Since every finite
field extension of Q is separable, A is a separable algebra and so every order in A is contained in
a maximal order [Swa70Swa70, Proposition 5.1].

Let Λ be an order in A and let Γ be a maximal order in A containing Λ. The inclusion
map i : Λ ↪→ Γ induces a map i∗ : C(Λ) → C(Γ) given by extension of scalars [M ] 7→ [Γ ⊗Λ M ]
which is necessarily surjective by [CR87CR87, Theorem 49.25].

Definition 8.6. Define the kernel group D(Λ) to be the kernel of the map i∗ : C(Λ) → C(Γ). This
is often also referred to as the defect group.

The group C(Γ) does not depend on the choice of maximal order in A; in fact, if Γ1, Γ2 are
maximal orders in A, then C(Γ1) ∼= C(Γ2) [CR87CR87, Theorem 49.32]. Furthermore, the kernel group
D(Λ) does not depend on the choice of maximal order. This can be seen from the fact that it can
be defined without reference to a maximal order: ifM is a locally free Λ-module, then [M ] ∈ D(Λ)
if and only if there exists a finitely generated Λ-module X such that M ⊕X ∼= Λn ⊕X for some
n [CR87CR87, Proposition 49.34].

In particular, we have a well-defined exact sequence of abelian groups:

0 → D(Λ) → C(Λ) → C(Γ) → 0

where Γ can be taken to be any maximal order in A containing Λ.

8.3. The idèlic approach to locally free class groups. Let Λ be an order in a finite-dimensional
semisimple Q-algebra A.

Definition 8.7. Define the idèle group

J(A) = {(αp) ∈
∏
p

A×
p | αp ∈ Λ×

p for all but finitely many p} ⊆
∏
p

A×
p .

As a subgroup of A×
p , this is independent of the choice of order Λ [CR87CR87, p. 218]. Every class

in C(Λ) is represented by a locally free Λ-module M ⊆ A [CR87CR87, p. 218]. For each p, there
exists αp ∈ Ap such that Mp = Λpαp ⊆ Ap. For all but finitely many p, Mp

∼= Λp and so
αp ∈ Λ×

p . In particular, α = (αp) ∈ J(A). Conversely, given an idèle α ∈ J(A), we have that
Λα = A ∩

⋂
p Λpαp ⊆ A is a locally free Λ-ideal. Let α, β ∈ J(A). Then Λα ∼= Λβ as Λ-modules

if and only if β ∈ U(Λ) · α · A× where A× ⊆ J(A) by sending a ∈ A× to αp = 1 ⊗Q a for all p,
and U(Λ) = {(αp) ∈

∏
pA

×
p | αp ∈ Λ×

p for all p} ⊆ J(A) [CR87CR87, 49.6]. Furthermore, we have that

Λα⊕ Λβ ∼= Λ⊕ Λαβ [CR87CR87, 49.8]. This leads to the following.

Proposition 8.8. There is a surjective group homomorphism

[Λ · ] : J(A) ↠ C(Λ), α 7→ [Λα].

Remark 8.9. Whilst we will not make use of it in this article, we note that this leads to the formula

C(Λ) ∼=
J(A)

J0(A) ·A× · U(Λ)

for the locally free class group, where J0(A) = {x ∈ J(A) | nr(x) = 1} and nr: J(A) → J(Z(A)) is
induced by the reduced norm. This is due to Fröhlich [Frö75Frö75] (see also [CR87CR87, Theorem 49.22]).
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8.4. Involutions on locally free class groups. Let Λ be an order in a finite-dimensional
semisimple Q-algebra A. Suppose further that A is a ring equipped with an involution · : A → A
which restricts to Λ, i.e. the map · is an involution on A as an abelian group which satisfies xy = y·x
for all x, y ∈ A and x ∈ Λ for all x ∈ Λ. For example, if G is a finite group and w : G → {±1} is

an orientation character, then A = QG has an involution given by
∑k
i=1 nigi 7→

∑k
i=1 w(gi)nig

−1
i

for ni ∈ Z and gi ∈ G which restricts to Λ = ZG (see Section 2.22.2). Given a (left) Λ-module M , we
now have the notion of a dual (left) Λ-module M∗ (see Definition 2.232.23).

We now note the following properties of the dual of locally free modules. This follows from the
fact that, by Proposition 8.28.2, locally free modules are projective and hence reflexive.

Lemma 8.10. Let M be a locally free Λ-module. Then:

(i) M∗ is locally free;
(ii) The evaluation map ev :M →M∗∗, m 7→ (f 7→ f(m)) is an isomorphism of Λ-modules.

We can use this to define an involution on the locally free class group.

Definition 8.11. There is an involution of abelian groups:

∗ : C(Λ) → C(Λ), [M ] 7→ −[M∗].

That is, ∗ is a group homomorphism such that ∗2 = IdC(Λ).

In the case Λ = ZG, we have that K̃0(ZG) ∼= C(ZG) and the involution above coincides with

the standard involution on K̃0 as defined in Section 5.15.1.
We will now explore some properties of this involution. In what follows we refer to [CR87CR87,

pp. 275-6]. This deals only with the case Λ = ZG, though the arguments there apply to the more
general setting described above.

It is an immediate consequence of the alternative description of the kernel group given in Sec-
tion 8.28.2 that, if [M ] ∈ D(Λ), then [M∗] ∈ D(Λ) [CR87CR87, p. 275]. In particular, the involution ∗
restricts to D(Λ). This implies that, if i : Λ ↪→ Γ for Γ a maximal order in A, then ∗ induces an
involution on C(Γ) via the map i∗ : C(Λ) ↠ C(Γ), and this coincides with the involution on C(Γ)
coming from the fact that Γ is an order in A.

Recall that an involution on an abelian group is the same structure as a ZC2-module, where the
C2-action is given by the involution. In particular, we have shown the following.

Proposition 8.12. There is a short exact sequence of ZC2-modules

0 → D(Λ) → C(Λ) → C(Γ) → 0

where D(Λ), C(Λ), and C(Γ) are ZC2-modules under the involutions described above.

We will conclude this section by noting that the idèlic approach to class groups gives a different
way to define an involution on C(Λ). The involution · : A→ A induces involutions on Ap for each
p and so on J(A). It can be shown that the involution fixes the subgroups A×, U(Λ) and J0(A)
and so induces an involution on C(Λ) given by [Λα] 7→ [Λα] (see [CR87CR87, p. 274]).

The following is proven in [CR87CR87, p. 274].

Proposition 8.13. The involution on C(Λ) induced by the involution on J(A) is the standard
involution ∗ : C(Λ) → C(Λ), [M ] 7→ −[M∗].

This gives an alternate way to understand the standard involution on K̃0(ZG). We make further
use of this description the following section.

9. Tate cohomology and ZC2-modules

In this section, we will recall some basic facts about ZC2-modules which will be used throughout
the proofs of Theorems 11.111.1, 11.211.2, and 11.311.3. We will also explain how the methods of Tate
cohomology can be applied to ZC2-modules in preparation for the proof of Theorem 11.311.3.
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9.1. Tate cohomology. The following can be found in [Bro94Bro94, VI.4].

Definition 9.1. Given a finite group G and a ZG-module A, the Tate cohomology groups Ĥn(G;A)
for n ∈ Z are defined as follows. Let AG = {x ∈ A | g · x = x for all g ∈ G} be the invariants, let
AG = A/⟨g · x − x | g ∈ G, x ∈ A⟩ be the coinvariants and let N : AG → AG be the norm map
x 7→

∑
g∈G g · x which is a well-defined homomorphism of abelian groups. Then define:

Ĥn(G;A) =


Hn(G;A), if n ≥ 1

coker(N : AG → AG), if n = 0

ker(N : AG → AG), if n = −1

H−n−1(G;A), if n ≤ −2,

where Hn, H−n−1 denote the usual group cohomology and homology groups.

We now recall the following basic properties. The first can be found in [Bro94Bro94, VI.5.1], the
second follows from the first since functoriality means that α∗ is split whenever α is, the third is
[CE56CE56, XII.2.5], and the fourth is [CE56CE56, XII.2.7].

Proposition 9.2. Let G be a finite group.

(i) Let 0 → A
α−→ B

β−→ C → 0 be a short exact sequence of ZG-modules. Then there is a long
exact sequence of Tate cohomology groups:

· · · → Ĥn−1(G;C)
∂−→ Ĥn(G;A)

α∗−−→ Ĥn(G;B)
β∗−→ Ĥn(G;C)

∂−→ Ĥn+1(G;A) → · · ·

(ii) Let A,B be ZG-modules. Then Ĥn(G;A⊕B) ∼= Ĥn(G;A)⊕ Ĥn(G;B) for all n ∈ Z.
(iii) Let A be a ZG-module. Then |G| · Ĥn(G;A) = 0, i.e. |G| · x = 0 for all x ∈ Ĥn(G;A).

(iv) Let A be a finite ZG-module and suppose (|G|, |A|) = 1. Then Ĥn(G;A) = 0 for all n ∈ Z.

9.2. Tate cohomology and the structure of ZC2-modules. Let A be a ZC2-module or, equiv-
alently, an abelian group with an involution · : A → A. In order to prove Theorems 11.111.1 to 11.311.3,
we would like to find techniques to determine the following groups associated to A:

{x ∈ A | x = (−1)nx}, {x+ (−1)nx | x ∈ A}, {x ∈ A | x = (−1)nx}
{x+ (−1)nx | x ∈ A}

.

We are especially interested in the case n odd (i.e. n = 1) but we will consider both cases. Note
that, for the groups on the left, the notation A− = {x ∈ A | x = −x} and A+ = {x ∈ A | x = x}
is often used since they are the (−1) and (+1)-eigenspaces of the involution action. If 2 ∈ A is
invertible, then A ∼= A+ ⊕A− but this need not hold in general.

The following lemma will suffice for the study of the first two classes of groups. Part (ii)
follows from the fact that A 7→ AC2 is a left-exact functor where A is given the altered involution
x 7→ (−1)nx, and part (iiii) is immediate.

Lemma 9.3. Let 0 → A
α−→ B

β−→ C → 0 be an exact sequence of ZC2-modules and let n ∈ Z.
(i) Then α, β induce an exact sequence of abelian groups:

0 → {x ∈ A | x = (−1)nx} α−→ {x ∈ B | x = (−1)nx} β−→ {x ∈ C | x = (−1)nx}.

(ii) There are injective and surjective maps induced by α, β:

{x+ (−1)nx | x ∈ A} α
↪−→ {x+ (−1)nx | x ∈ B} β−→→ {x+ (−1)nx | x ∈ C}.

Remark 9.4. For each n, the right map in (ii) need not be surjective. For example, take 0 → Z 2−→
Z → Z/2 → 0 where Z/2 has the trivial involution and Z has the involution x 7→ (−1)nx. For each
n, the sequence (iiii) need not be exact in the middle. For example, take 0 → Z/2 → Z ⊕ Z/2 →
Z → 0 where Z/2 has the trivial involution, Z⊕Z/2 has involution (x, y) 7→ ((−1)n+1x, x+ y) and
Z has the involution x 7→ (−1)nx.

The third class of groups can be studied using Tate cohomology due to the following. This is
standard (see, for example, [CE56CE56, p. 251]) but we will include a proof here for convenience.
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Proposition 9.5. Let A be a ZC2-module and let n ∈ Z. Then

Ĥn(C2;A) ∼=
{x ∈ A | x = (−1)nx}
{x+ (−1)nx | x ∈ A}

.

Proof. Since C2 has 2-periodic Tate cohomology group (see, for example, [Bro94Bro94, VI.9.2]), it suffices

to compute Ĥ0(C2;A) and Ĥ
−1(C2;A). We have AC2 = {x ∈ A | x = x} and AC2

= A/{x − x |
x ∈ A} and so the norm map is given by

N :
A

{x− x | x ∈ A}
→ {x ∈ A | x = x}, x 7→ x+ x.

The result follows since Ĥ−1(C2;A) = ker(N), Ĥ0(C2;A) = coker(N). □

Remark 9.6. This shows that, for a group G and w : G→ {±1} an orientation character, we have

Jn(G,w)/In(G,w) ∼= Ĥn+1(C2;Wh(G,w))

which was noted already in Section 2.22.2.

We now recall a series of special facts about the Tate cohomology of C2. The first is a consequence
of Proposition 9.29.2 (ii) and the fact that finite cyclic groups have 2-periodic cohomology (see [Ser79Ser79,
p. 133]). Note that this also applies for C2 replaced by an arbitrary finite cyclic group.

Proposition 9.7. Let 0 → A
α−→ B

β−→ C → 0 be a short exact sequence of ZC2-modules. Then
there is a 6-periodic exact sequence of abelian groups:

Ĥ1(C2;A) Ĥ1(C2;B) Ĥ1(C2;C)

Ĥ0(C2;C) Ĥ0(C2;B) Ĥ0(C2;A).

α∗ β∗

∂∂

β∗ α∗

We will next consider results which apply only in the case where A is finite ZG-module, i.e.
a ZG-module whose underlying abelian group is finite. This is a consequence of the theory of
Herbrand quotients (see [Ser79Ser79, Chapter VIII, Section 4]) though we will include a direct proof
here for convenience.

Proposition 9.8. Let A be a finite ZC2-module. Then there exists d ≥ 0 such that

Ĥn(C2;A) ∼= (Z/2)d

for all n ∈ Z. In particular, |Ĥn(G;A)| is independent of n ∈ Z.

Proof. First note that, since A is finite, so is Ĥn(C2;A) by Proposition 9.59.5. Next note that there
are exact sequences of finite abelian groups (see, for example, [Ser79Ser79, p. 134]):

0 → {x ∈ A | x = x} → A −→ A→ A

{x− x | x ∈ A}
→ 0

0 → Ĥ1(C2;A) →
A

{x− x | x ∈ A}
−→ {x ∈ A | x = x} → Ĥ0(C2;A) → 0

where the middle maps are x 7→ x+ x.
The first implies that |{x ∈ A | x = x}| = |A/{x − x | x ∈ A}| and, by combining this with

the second, we get that |Ĥ1(C2;A)| = |Ĥ0(C2;A)|. Hence, since Ĥn(C2;A) is 2-periodic (see

Proposition 9.59.5), we get that |Ĥn(C2;A)| is independent of n ∈ Z.
Next recall that, by Proposition 9.29.2 (iiiiii), we have 2 · Ĥn(C2;A) = 0, i.e. every element in

Ĥn(C2;A) has order at most two. This implies that Ĥn(C2;A) ∼= (Z/2)dn for some dn ≥ 0. Since

|Ĥn(C2;A)| is independent of n, this implies that dn is also independent of n. □

For a finite abelian group A and a prime p, let A(p) = {x ∈ A | pn · x = 0 for some n ≥ 1}
denote the p-primary component of A. This coincides with the Sylow p-subgroup of A and we use
this notation since A(p)

∼= Z(p) ⊗Z A where Z(p) denotes the localisation of Z at S = Z \ (p).

Proposition 9.9. Let A be a finite ZC2-module and let n ∈ Z. Then

Ĥn(C2;A) ∼= Ĥn(C2;A(2)).
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In order to prove this, we will use the following standard fact about localisations.

Lemma 9.10. Let A be a finite ZC2-module. For p prime, A(p) ≤ A is a ZC2-submodule and
A ∼=

⊕
p||A|A(p) as ZC2-modules.

Proof of Proposition 9.99.9. By Lemma 9.109.10 and Proposition 9.29.2 (iiii), we get that

Ĥn(C2;A) ∼=
⊕
p||A|

Ĥ1(C2;A(p)).

If p ̸= 2, then |A(p)| is odd and so Ĥ1(C2;A(p)) = 0 by Proposition 9.29.2 (iviv). This gives that

Ĥn(C2;A) ∼= Ĥn(C2;A(2)), as required. □

10. Computing the involution on K̃0(ZCm)

The aim of this section will be to investigate the involution on K̃0(ZCm) in preparation for the
proofs of Theorems 11.111.1, 11.211.2, and 11.311.3 in Section 1111.

We will view K̃0(ZCm) as a ZC2-module with the C2-action coming from the standard involution

on K̃0 as defined in Section 5.15.1. We saw in Section 8.18.1 that K̃0(ZCm) ∼= C(ZCm) is an isomorphism
of ZC2-modules where C(ZCm) denotes the locally free class group, and in particular it is finite.
Our basic approach for computing C(ZCm) will be to use the following short exact sequence of
ZC2-modules established in Section 8.48.4

0 → D(ZCm) → C(ZCm) → C(Γm) → 0

where Γm is a maximal order in QCm containing ZCm and D(ZCm) has the induced involution.
The plan for this section is as follows. In Section 10.110.1, we relate the involution on C(Γm) to the

involution on C(Z[ζd]) induced by conjugation. In Section 10.210.2, we study the conjugation action on
C(Z[ζd]) and its relation to the class numbers hd = |C(Z[ζd])|. In Section 10.310.3, we survey results
on divisibility of class numbers as well as make minor extensions (see Proposition 10.710.7 (iiii)). In
Section 10.410.4, we investigate the involution on D(ZCm).

10.1. The induced involution on the maximal order. Let m ≥ 2 and let Cm = ⟨x | xm⟩.
Then there is an isomorphism of Q-algebras:

QCm ∼=
∏
d|m

Q(ζd), x 7→
∏
d|m

(ζd)

where ζd = e2πi/d denotes a dth primitive root of unity. Since OQ(ζd) = Z[ζd], it follows that
Γm =

∏
d|m Z[ζd] is a maximal order in QCm. The image of ZCm under the isomorphism above

is contained in Γm and so Γm contains ZCm. In fact, Γm is the unique maximal order in QCm
containing ZCm [CR87CR87, p. 243]. This implies that there is an isomorphism of abelian groups

C(Γm) ∼=
⊕
d|m

C(Z[ζd]),

where, as noted in Proposition 8.58.5, the locally free class group C(Z[ζd]) coincides with the ideal
class group of Z[ζd].

For an integer d ≥ 1, let · : C(Z[ζd]) → C(Z[ζd]) denote the map induced by conjugation, i.e.
if σ : Z[ζd] → Z[ζd] is the ring homomorphism generated by ζd 7→ ζ−1

d , then · = σ∗ is the induced
map on C(Z[ζd]). We will now compute the induced involution on

⊕
d|m C(Z[ζd]). This was shown

in the case where m is prime in [Rei68Rei68] (see also [CR87CR87, p. 275]).

Proposition 10.1. Let i : ZCm ↪→ Γm, x 7→
∏
d|m(ζd) and let i∗ : C(ZCm) →

⊕
d|m C(Z[ζd]) de-

note the induced map. Then, under i∗, the standard involution on C(ZCm) induces the conjugation
map on each C(Z[ζd]).

This means that, if x ∈ C(ZCm) and i∗(x) =
∏
d|m xd, then i∗(c(x)) =

∏
d|m cd(xd) where

c : C(ZCm) → C(ZCm) is the standard involution and cd : C(Z[ζd]) → C(Z[ζd]) is induced by
conjugation.
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Proof. For each d | m, let i(d) : ZCm → Z[ζd], x 7→ ζd. It suffices to prove that, under the

map i
(d)
∗ : C(ZCm) → C(Z[ζd]), the involution on C(ZCm) induces conjugation on C(Z[ζd]). By

Proposition 8.138.13, the standard involution on C(ZCm) is induced by the involution on the idèle

group J(QCm). Note that i
(d)
∗ is induced by the map J(i(d)) : J(QCm) → J(Q(ζd)). Under the

map i(d), the involution on QCm induces conjugation on Q(ζd). In particular, the involution on

C(Z[ζd]) induced by i
(d)
∗ coincides with the involution induced by conjugation on J(Q(ζd)). The

result now follows since, if a locally free Z[ζd]-ideal M = (x1, . . . , xn) ⊆ Q(ζd) is represented by
α ∈ J(Q(ζd)), then M = (x1, . . . , xn) ⊆ Q(ζd) is represented by α ∈ J(Q(ζd)). □

In summary, we have shown that there is a short exact sequence of ZC2-modules

0 → D(ZCm) → C(ZCm) →
⊕
d|m

C(Z[ζd]) → 0,

where C(ZCm) has the standard involution, D(ZCm) has the induced involution, and each C(Z[ζd])
has the involution induced by conjugation.

10.2. Ideal class groups of cyclotomic fields. For every integer m ≥ 2, let λm = ζm+ζ−1
m . Let

i : Z[λm] ↪→ Z[ζm] denote inclusion and recall that the map i∗ : C(Z[λm]) → C(Z[ζm]) is injective
[Lan78Lan78, Theorem 4.2]. Furthermore, the norm map gives a surjection N : C(Z[ζm]) → C(Z[λm])
such that the composition

C(Z[ζm])
N−→ C(Z[λm])

i∗−→ C(Z[ζm])

is the map x 7→ x+ x (see, for example, [Lan78Lan78, pp. 83-4]). By viewing C(Z[ζd]) and C(Z[λm]) as
ZC2-modules under the conjugation action, the maps i∗ and N are ZC2-module homomorphisms.
Note that the conjugation action induces the identify on C(Z[λm]).

This has the following useful consequences. Recall that, for A a ZC2-module, we defined A− =
{x ∈ A | x = −x} and A+ = {x ∈ A | x = x}.

Lemma 10.2.

(i) The map i∗ induces an isomorphism C(Z[λm]) ∼= {x+ x | x ∈ C(Z[ζm])}.
(ii) There is a short exact sequence of ZC2-modules:

0 → C(Z[ζm])− → C(Z[ζm])
N−→ C(Z[λm]) → 0.

Remark 10.3. Since Q(λm) is the maximal real subfield of Q(ζm), it is often written as Q(ζm)+.
However, whilst C(Z[λm]) ⊆ C(Z[ζm])+ is a subgroup, these groups are not equal in general. For
example, if m = 29, then C(Z[λ29]) = 0 and C(Z[ζ29])+ ∼= (Z/2)3.

Proof. (ii) Since N is surjective, we have

Im(i∗) = Im(i∗ ◦N) = {x+ x | x ∈ C(Z[ζm])}.
(iiii) Since i∗ is injective, we have

ker(N) = ker(i∗ ◦N) = {x ∈ C(Z[ζm]) | x+ x = 0}. □

In order to set up later applications, we will now use Lemma 10.210.2 to obtain information about
each of the following groups:

{x ∈ C(Z[ζm]) | x = −x}, {x− x | x ∈ C(Z[ζm])}, {x ∈ C(Z[ζm]) | x = −x}
{x− x | x ∈ C(Z[ζm])}︸ ︷︷ ︸

∼=Ĥ1(C2;C(Z[ζm]))

.

Since C(Z[ζm]) is a finite abelian group (see, for example, Section 8.18.1), we can define the class
number of the cyclotomic integers to be hm = |C(Z[ζm])|. By Lemma 10.210.2 (iiii), we have that
hm = h−mh

+
m where h−m = |C(Z[ζm])−| and h+m = |C(Z[λm])|. We refer to h−m as the minus part of

the class number and h+m as the plus part of the class number respectively.
For an integer m, let odd(m) denote the odd part of m, i.e. odd(m) is the unique odd integer r

such that m = 2kr for some k.

Proposition 10.4. There are subgroups:

(i) C(Z[ζm])− ≤ {x ∈ C(Z[ζm]) | x = −x};
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(ii) 2 · C(Z[ζm])− ≤ {x− x | x ∈ C(Z[ζm])}.
In particular, h−m divides |{x ∈ C(Z[ζm]) | x = −x}| and odd(h−m) divides |{x−x | x ∈ C(Z[ζm])}|.
Proof. Parts (ii) and (iiii) each follows from Lemma 9.39.3, Lemma 10.210.2 (iiii) and the fact that x = −x
for all x ∈ C(Z[ζm])−. For the last part note that, since C(Z[ζm])− is a finite abelian group, we
have C(Z[ζm])− ∼= A⊕B where |A| is even and |B| = odd(h−m) is odd. Since B is odd, 2 ·B = B
and so

B ≤ 2 ·A⊕B = 2 · C(Z[ζm])− ≤ {x− x | x ∈ C(Z[ζm])}.
Then use that {x− x | x ∈ C(Z[ζm])} has a subgroup of size odd(h−m). □

10.3. Divisibility of class numbers of cyclotomic fields. The aim of this section will be to
survey results on the divisibility of the class numbers hm and h−m. The most basic divisibility
results are that, for n | m, we have hn | hm [Was97Was97, p. 205] and h−n | h−m [MM76MM76, Lemma 5].
Motivated by Proposition 10.410.4, we will now pursue divisibility results of two distinct types. We
will start by considering odd(h−m), i.e. the unique odd integer r such that h−m = 2kr for some k,
and we then consider the parity of h−m.

Recall the following theorem of Masley-Montgomery [MM76MM76] (see also [Was97Was97, p. 205]). In
anticipation of its application in the proofs of Theorems 11.111.1 and 11.211.2, we will separate out the
case where m is square-free.

Proposition 10.5. The integers m ≥ 2 for which h−m = 1 are as follows.

(i) If m is square-free, then

m =


p, where p ∈ {2, 3, 5, 7, 11, 13, 17, 19}
2p, where p ∈ {3, 5, 7, 11, 13, 17, 19}
pq or 2pq, where (p, q) ∈ {(3, 5), (3, 7), (3, 11), (5, 7)}.

(ii) If m is not square-free, then

m ∈ {4, 8, 9, 12, 16, 18, 20, 24, 25, 27, 28, 32, 36, 40, 44, 45, 48, 50, 54, 60, 84, 90}.
Furthermore, h−m = 1 if and only if hm = 1.

The proof of Proposition 10.510.5 is based on the fact that h−m → ∞ as m → ∞. We will now
establish lower bounds on the growth rate of h−m, and hence on hm since hm ≥ h−m. Let φ(m)
denote Euler’s totient function.

Proposition 10.6. There exists a constant C > 0 such that, for all m ≥ 1, we have:

h−m ≥ e
C
m logm
log logm .

In particular, h−m → ∞ super-exponentially in m.

Proof. It is shown in [Was97Was97, Theorem 4.20] that log h−m/(
1
4φ(m) logm) → 1 as m → ∞. This

implies that log h−m ≥ C0φ(m) logm for some C0 > 0. The result now follows from the fact that
φ(m) ≥ m/2 log logm for m sufficiently large [HW54HW54, Theorem 328]. □

The following result gives the analogue of Proposition 10.510.5 for odd(h−m). Note that h−m = 1
implies odd(h−m) = 1, so we need not consider these m since they are classified in Proposition 10.510.5.
This was established by Horie [Hor89Hor89, Theorems 2 and 3] and builds on Friedman’s theorem from
Iwasawa theory [Fri81Fri81] and the Brauer-Siegel theorem for abelian fields [Uch71Uch71].

Proposition 10.7. The complete list of m ≥ 2 for which odd(h−m) = 1 and h−m ̸= 1 is as follows.

(i) If m is square-free, then m ∈ {29, 39, 58, 65, 78, 130}.
(ii) If m is not square-free, then m ∈ {56, 68, 120}.

Furthermore, odd(h−m) = 1 if and only if odd(hm) = 1.

In [Hor89Hor89, Theorem 1], Horie also showed that odd(h−m) → ∞ as m → ∞ but gave no bound
on the growth rate. In fact, we have the following result analogous to Proposition 10.610.6.

Proposition 10.8. There exists a constant C > 0 such that, for all m ≥ 1, we have:

odd(h−m) ≥ e
C
m logm
log logm .

In particular, odd(h−m) → ∞ super-exponentially in m.
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We will prove this by tracing through Horie’s proof of [Hor89Hor89, Theorem 1]. Recall that an
abelian field K is a finite Galois extension K/Q with Gal(K/Q) abelian and we can assume that
K ⊆ C. For an abelian field K with maximal real subfield K+, let hK = |C(OK)|, h+K = |C(OK+)|
and h−K = hK/h

+
K (which is an integer). Let disc(K) denote the discriminant of a number field K.

Proof. We will use that, if L/K is an extension of abelian fields, then odd(h−K) | odd(h−L ) [Hor89Hor89,
Lemma 1]. For each abelian field K, let K ′ denote the maximal subfield of K with degree a power
of 2. By the fundamental theorem of Galois theory and the fact that a finite abelian group A has
a subgroup of order d for all d | |A|, we get that |K ′/Q| is the highest power of 2 dividing |K/Q|.
For an integer n ≥ 1, let An = {m | odd(h−m) ≤ n} and Bn = {|Q(ζm)′/Q| | n ∈ An}.

We will begin by finding a bound for sup(Bn). Let K = Q(ζm)′ for some m ∈ An. Then
Q(ζm)/K is an extension of abelian fields and so odd(h−K) | h−m and so odd(h−K) ≤ n. Since |K/Q|
is a power of 2, hK must be odd [Was97Was97] and so h−K = odd(h−K) ≤ n. Furthermore, note that K is
imaginary unless K = Q [Hor89Hor89, p. 468].

It follows from the proof of Theorem 1 and Proposition 1 in [Uch71Uch71] that |K/Q|
log | disc(K)| is uniformly

bounded across imaginary abelian fields K, where disc(K) denotes the discriminant, and that
h−K ≥ | disc(K)|6 for all but finitely many imaginary abelian fields K. This implies that there

exists a constant C > 0 such that |K/Q| ≤ C log(h−K) for all imaginary abelian fields K. Hence,
if K = Q(ζm)′ for m ∈ An, then |K/Q| ≤ C log n. This implies that sup(Bn) ≤ C log n. It also
follows that there are only finitely many fields of the form Q(ζm)′ for m ∈ An.

We now aim to find a bound for sup(An). First let S denote the set of primes which are
ramified in some field Q(ζm)′ for m ∈ An. This is finite since there are finitely many such fields,
and coincides with the primes which are ramified in Q(ζm) for some m ∈ An [Hor89Hor89, p. 468]. Let
S = {p1, . . . , ps} for distinct primes pi. By [Hor89Hor89, p. 469] there exists a cyclotomic field L = Q(ζℓ)
such that L ⊆ Q(ζm) ⊆ L∞ where L∞ is the basic Zp1 × · · · ×Zps -extension over L. Furthermore,

we have |Q(ζm)/L| =
∏s
i=1 p

n(pi)
i for some n(pi) ≥ 1 and so, in the notation of [Fri81Fri81], we can

write Q(ζm) = LN where N = (n1, . . . , ns). Let e
(2)
N denote the highest power of 2 dividing hm. By

[Fri81Fri81, Theorem B], we have that e
(2)
N = A · n(2) +B for all but finitely many N , where A,B ≥ 0

are integers that do not depend on N . This implies that there exists a constant C ′ > 0 such that

e
(2)
N ≤ C ′ · n(2) for all N .
Let K = Q(ζm)′. Then |Q(ζm)/Q| = 2rt for some r ≥ 0 and t odd, where 2r = |K/Q| ≤ C log n

by the bound on log(Bn). Since |Q(ζm)/L| | |Q(ζm)/Q|, we have that 2n(2) ≤ 2r ≤ C log n. Hence

h−m/ odd(h
−
m) ≤ hm/ odd(hm) = 2e

(2)
N ≤ (C log n)C

′
. Since m ∈ An, we have odd(h−m) ≤ n. This

gives that h−m ≤ a(log n)bn for some constants a, b > 0 and so, for any ε > 0, we have that

h−m ≤ an1+ε. Combining this with Proposition 10.610.6 gives that log(an1+ε) ≥ C0
m logm
log logm for some

C0 > 0, which implies that log n ≥ C m logm
log logm for some C > 0.

Finally, fix m ≥ 2. Then m ∈ An where n = odd(h−m), and so gives

log(odd(h−m)) = log n ≥ C m logm
log logm ,

which is the required bound. □

We will now consider the parity of hm and h−m. Whilst we will not explicitly make use of it,
we will record the following basic observation which dates back to Kummer (see [Has52Has52, Satz 45],
[Yos98Yos98, Remark 1]).

Lemma 10.9. Let m ≥ 2. Then hm is odd if and only if h−m is odd.

We now state more detailed results in the case where m is a prime power.

Lemma 10.10. Let p be a prime such that p ≤ 509 and let n ≥ 1. Then:

(i) hp is odd if and only if

p ̸∈ {29, 113, 163, 197, 239, 277, 311, 337, 349, 373, 397, 421, 463, 491}.

(ii) hpn is odd if and only if hp is odd.

Proof. (ii) This was proven by Schoof [Sch98Sch98, Table 4.4].
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(iiii) The case p = 2 is proven in [Has52Has52, Satz 36’], but the original result is attributed to an 1886
article of Weber [Web86Web86]. See also [Yos98Yos98, p. 2590]. For n ≥ 1 and p ≤ 509 an odd prime, it was
shown by Ichimura–Nakajima that hpn/hp is odd [IN12IN12, Theorem 1 (II)]. The result follows. □

Remark 10.11. Prior to the results of Ichimura–Nakajima, it was shown by Washington that
hpn/hp is odd for p = 3, 5 [Was75Was75]. Note that both results of Washington and Ichimura–Nakajima
all depend on Iwasawa theory. As far as we are aware, this is an essential ingredient in all known
proofs that there exists an odd prime p such that hpn is odd for all n ≥ 1.

10.4. Kernel groups of ZCm. The aim of this section will be to determine the involution on
D(ZCm) which is induced by the involution on C(ZCm) (see Proposition 8.128.12).

We will begin with the following classical result due to Rim [Rim59Rim59, Theorem 6.24] (see also
[CR87CR87, Theorem 50.2]). Recall that, if p is a prime and Γp is the maximal order in QCp containing
ZCp, then Γp ∼= Z× Z[ζp] and so C(Γp) ∼= C(Z[ζp]) since Z is a PID.

Lemma 10.12. Let p be a prime. Then the map ZCp → Z[ζp], x 7→ ζp induces an isomorphism
C(ZCp) ∼= C(Z[ζp]). In particular, D(ZCp) = 0.

We will now determine D(ZCm), as well as its involution, in the case where m is square-free.
This will be used in the proofs of Theorems 11.111.1 and 11.211.2. As usual, we will view an abelian group
with involution as a ZC2-module.

Let π1 = 1, let πp = 1 − ζp for a prime p and, more generally, let πm =
∏
p|m πp for an

integer m ≥ 2. Note that Z[ζm]/πm ∼=
⊕

p|m Z[ζm]/πp since the πp are coprime (see, for example,

[CR87CR87, p. 249]). Let Ψm : Z[ζm]× → (Z[ζm]/πm)× be the natural map.

Definition 10.13. For a square-free integer m ≥ 2, define

Vm = coker(Ψm : Z[ζm]× → (Z[ζm]/πm)×).

We will view this as a ZC2-module with the involution induced by the conjugation map

· : (Z[ζm]/πm)× → (Z[ζm]/πm)×, ζm 7→ ζ−1
m .

Note that, if p is prime, then Z[ζp]/πp ∼= Fp. We can then see that Ψp : Z[ζp]× → F×
p is surjective

by considering the cyclotomic units 1+ζp+ · · ·+ζi−1
p ∈ Z[ζp]× for (i, p) = 1. In particular, Vp = 1.

We will now show how D(ZCm) is related to Vd for d | m.

Lemma 10.14. Let m ≥ 2 be a square-free integer. Let d1, . . . , dn be the distinct nontrivial positive
divisors of m, ordered such that di+1 has at least as many prime factors as di (so d1 is prime and
dn = m). Then there is a chain of ZC2-modules

1 = A0 ≤ · · · ≤ An = D(ZCm)

such that Ai/Ai−1
∼= Vdn−i+1 for 1 ≤ i ≤ n.

It is proven in [CR87CR87, Theorem 50.6] that |D(ZCm)| =
∏
d|n |Vd|. Our proof will involve following

the argument given there, and extending it to determine the group structure and the involution.

Proof. First recall that Γ =
⊕

d|m Z[ζd] is the unique maximal order in QCm which contains ZCm.

This implies that there is a pullback square:

ZCm Γ

ZCm/mΓ Γ/mΓ.

i2

i1 j2

j1

By [CR87CR87, p. 246] this induces an exact sequence

(ZCm/mΓ)× ⊕ Γ× (j1,j2)−−−−→ (Γ/mΓ)×
∂−→ D(ZCm) → 0

where ∂ : u 7→M(u) where

M(u) = {(x, y) ∈ (ZCm/mΓ)× Γ | j1(x) = j2(y)u ∈ Γ/mΓ}
is the ZCm-module with action λ · (x, y) = (i1(λ)x, i2(λ)y) for λ ∈ ZCm. We now claim that the
conjugation map on (Γ/mΓ)× induces the involution on D(ZCm). First note that, by Proposi-
tion 8.138.13, the involution on D(ZCm) is induced by the natural involution x 7→ x−1 on the idèle
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group J(QCm) ⊆
∏
pQpCm. For all primes p, we have ZpCm ⊆ Γp ⊕ (ZCm/mΓ)p ⊆ QpCm. If

M(u) = ZCmα for α = (αp) ∈ J(QCm), then [CR87CR87, Exercise 53.1] implies that

αp =

{
(1, 1) ∈ Γp ⊕ (ZCm/mΓ)p, if (p,m) = 1

(up, 1) ∈ Γp ⊕ (ZCm/mΓ)p, if (p,m) ̸= 1,

where up ∈ Γp is any element such that j2(up) = [u] ∈ (Γ/mΓ)p. By the same argument as
in the proof of Proposition 10.110.1, the involution on J(QCm) induces an involution on J(Q(ζd))
which coincides with the involution induced by conjugation. In particular, the involution maps
αp 7→ (1, 1) or (up, 1) where · : Γp → Γp is induced by conjugation on Γ. In particular, this
coincides with the involution induced by conjugation on (Γ/mΓ)×.

By [CR87CR87, Lemma 50.7], j1 can be replaced by the map α : (ZCm/mZCm)× → (Γ/mΓ)×. By
[CR87CR87, Lemma 50.8], coker(α) ∼=

⊕
d|m(Z[ζd]/πd)× and it follows from the proof that conjugation

map on (Γ/mΓ)× induces conjugation on (Z[ζd]/πd)× for each d | m. If γ : Γ× → coker(α) is the
map induced by j2, then we obtain an exact sequence⊕

d|m

Z[ζd]×
γ−→
⊕
d|m

(Z[ζd]/πd)×
∂−→ D(ZCm) → 0.

Let d1, . . . , dn be the ordered sequence of divisors of m. By [CR87CR87, p. 250] we have that

γ |Z[ζdi ]× : Z[ζdi ]× → (Z[ζdi ]/πdi)× ⊕
⊕
p| mdi

(Z[ζpdi ]/πp)× ⊆
⊕
j≥i

(Z[ζdj ]/πdj )×

given by x 7→ (x, x−1, . . . , x−1), where the last inclusion comes from the fact that Z[ζd]/πp ⊆⊕
q|d Z[ζd]/πq ∼= Z[ζd]/πd for primes q since the πq are pairwise coprime in Z[ζd]. If x ∈ Z[ζk]×,

then x−1 ∈ (Z[ζk]/πp)× ⊆ (Z[ζpk]/πp)×.
For 1 ≤ i ≤ n, this shows that γ restricts to a map γi :

⊕
j≥i Z[ζdj ]× →

⊕
j≥i(Z[ζdj ]/πj)×

where γ = γ1. By a mild generalisation of [CR87CR87, Exercise 50.2], this implies that there is an exact
sequence induced by the projection map:

1 → coker(γ′i+1 : W →
⊕
j≥i+1

(Z[ζdj ]/πj)×) → coker(γi) → coker(Ψdi) → 1,

where W = {x ∈ Z[ζdi ]× | x ≡ 1 modπdi} ⊕
⊕

j≥i+1 Z[ζdj ]×. By [CR87CR87, p. 252], we have

Im(γ′i+1) = Im(γi+1) and so coker(γ′i+1) = coker(γi+1). Let Ai = coker(γn−i+1) for 1 ≤ i ≤ n
and A0 = 1. Then we have that 1 = A0 ≤ · · · ≤ An = coker(γ) = D(ZCm)such that there are
isomorphisms Ai/Ai−1

∼= coker(Ψdn−i+1
) as abelian groups.

Since the involution on D(ZCm) is induced by conjugation on (Γ/mΓ)×, it follows that it
restricts to Ai where it acts via conjugation on the Z[ζd]. Hence, with respect to the involution,
Ai ≤ D(ZCm) is a ZC2-modules and the chain A0 ≤ · · · ≤ An is a chain of ZC2-modules. Under
the abelian group isomorphism

Ai/Ai−1
∼= coker(Ψdn−i+1 : Z[ζdn−i+1 ]

× → (Z[ζdn−i+1 ]/πdn−i+1)
×),

the involution on coker(Ψdn−i+1
) induced by the involution on Ai coincides with the involution

induced by conjugation on (Z[ζdn−i+1
]/πdn−i+1

)×. Hence there is an isomorphism of ZC2-modules
Ai/Ai−1

∼= Vn−i+1, as required. □

Let m ≥ 2 be a square-free integer. We will now give a method for analysing the involution
on Vm = coker(Ψm). For a field F and α1, . . . , αn ∈ C, we will write F[α1, . . . , αn] to denote
F⊗Z Z[α1, . . . , αn]. Note that this may not be a field and so need not coincide with F(α1, . . . , αn).

First note that, as described above, we have that

Ψm : Z[ζm]× →
⊕
p|m

(Z[ζm]/πp)
×,

where p ranges over the prime factors of m. If p | m then, since m is square-free, we have m = pk
where (k, p) = 1 and so we can take ζm = ζp · ζk. This implies that Z[ζm] = Z[ζp, ζk] and so

Z[ζm]/πp ∼= Z[ζp, ζk]/πp ∼= Fp[ζk].
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Let m = p1 · · · pn for distinct primes pi. Then Ψm can be written as

Ψm : Z[ζm]× →
n⊕
i=1

Fpi [ζm/pi ]
×,

where ζm =
∏
j ζpj , ζm/pi =

∏
j ̸=i ζpj and the map Z[ζm]× → Fpi [ζm/pi ]× is the map sending

ζpi 7→ 1. This motivates the following definition.

Definition 10.15. For a square-free integer m ≥ 2, define

Ṽm ∼= coker

(
Ψ+
m : Z[ζm]× →

n⊕
i=1

Fpi [ζm/pi
]×

Fpi [λm/pi
]×

)
,

where Fpi [λm/pi ]× ≤ Fpi [ζm/pi ]× is induced by the inclusion Z[λm/pi ] ≤ Z[ζm/pi ] and Ψ+
m is the

composition of Ψm with the quotient maps Fpi [ζm/pi ]× ↠ Fpi [ζm/pi ]×/Fpi [λm/pi ]×.
We will view this as a ZC2-module with the involution induced by the conjugation map

· : Fpi [ζm/pi ]
× → Fpi [ζm/pi ]

×, ζm/pi 7→ ζ−1
m/pi

.

Lemma 10.16. Let m ≥ 2 be a square-free integer.

(i) There is a surjective ZC2-module homomorphism Vm ↠ Ṽm.

(ii) Ṽm = Ṽ −
m , i.e. if x ∈ Ṽm, then x = −x ∈ Ṽm.

Proof. (ii) For 1 ≤ i ≤ n, we let fi = IdFpi
⊗Zιi, where ιi : Z[λm/pi ] ↪→ Z[ζm/pi ] is the natural

inclusion map. Then the surjective homomorphism Vm ↠ Ṽm is induced by noting that

Ṽm ∼= coker((Ψm, f1, . . . , fn) : Z[ζm]× ⊕
n⊕
i=1

Fpi [λm/pi ]
× →

n⊕
i=1

Fpi [ζm/pi ]
×)

∼= coker((f1, . . . , fn) :

n⊕
i=1

Fpi [λm/pi ]
× → Vm).

(iiii) We first claim that, if p is prime and n is an integer, then α ∈ Fp[ζn] implies α · α ∈ Fp[λn].
Let β = α · α. Since Z[ζn] has integral basis {ζin}n−1

i=0 , we can write β =
∑n−1
i=0 ai ⊗ ζin for ai ∈ Fp.

Note that β = β which implies that∑n−1
i=0 ai ⊗ ζin =

∑n−1
i=0 an−i ⊗ ζin ∈ Fp[ζn].

Since Fp[ζn] = Fp ⊗Z Z[ζn] ∼= Fnp as an abelian group, we get that an = an−i ∈ Fp for all i and so

β = a0 +
∑⌊n−1

2 ⌋
i=1 ai ⊗ (ζin + ζ−in ) + ε ∈ Fp[λn],

where ε = −an/2 for n even and ε = 0 for n odd.

Finally, let f : Vm → Ṽm be the map described above and let α = [(α1, . . . αn)], where αi ∈
Fpi [ζd/pi ]×. We have shown that αi · αi ∈ Fpi [λd/pi ]× for all i and so

f(α) · f(α) = [(α1 · α1, . . . , αn · αn)] = [(1, . . . , 1)] = 1

and f(α) = f(α)−1. Since f is surjective and induces the involution on Ṽm, this implies that

x = −x for all x ∈ Ṽm, where we now write the inverse as −x rather than x−1 since Ṽm is an
abelian group. □

We will now deduce the following, which is the main result of this section. Note that this is
analogous to Proposition 10.410.4 which applied in the case of ideal class groups. Recall that, for an
integer m, we let odd(m) denote the unique odd integer r such that m = 2kr for some k.

Proposition 10.17. Let m ≥ 2 be a square-free integer. Let d1, . . . , dn be the distinct nontrivial
positive divisors of m, ordered such that di+1 has at least as many prime factors as di, and let Ai
be the ZC2-modules defined in Lemma 10.1410.14. Then there is a chain of abelian subgroups

1 = {x− x | x ∈ A0} ≤ · · · ≤ {x− x | x ∈ An} = {x− x | x ∈ D(ZCm)}
and, for each 1 ≤ i ≤ n, there are surjective group homomorphisms

{x− x | x ∈ Ai}/{x− x | x ∈ Ai−1} ↠ {x− x | x ∈ Vdn−i+1
} ↠ 2 · Ṽdn−i+1

.

In particular,
∏
d|m odd(|Ṽd|) divides |{x− x | x ∈ D(ZCm)}|.
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Proof. The chain of abelian subgroups follows direct from Lemma 10.1410.14 and Lemma 9.39.3 (iiii). Let
1 ≤ i ≤ n. By Lemma 10.1410.14, there is a short exact sequence of ZC2-modules

0 → Ai−1 → Ai → Vdn−i+1
→ 0.

By Lemma 9.39.3 (iiii), there are injective and surjective maps:

{x− x | x ∈ Ai−1} ↪→ {x− x | x ∈ Ai} ↠ {x− x | x ∈ Vdn−i+1
}.

Since the composition is necessarily the zero map, this gives the first surjective homomorphism.
The second is a direct consequence of both parts of Lemma 10.1610.16 as well as Lemma 9.39.3 (iiii) again.

For the last part, the two statements we have proved so far imply that

|{x− x | x ∈ D(ZCm)}| =
n∏
i=1

|{x− x | x ∈ Ai}/{x− x | x ∈ Ai−1}|

and |2 · Ṽdn−i+1
| divides |{x − x | x ∈ Ai}/{x − x | x ∈ Ai−1}| for all 1 ≤ i ≤ n. It now

suffices to note that odd(|Ṽdn−i+1
|) divides |2 · Ṽdn−i+1

| by the same argument as in the proof of
Proposition 10.410.4. □

Remark 10.18. To obtain a complete analogue of Proposition 10.410.4, it would be desirable to also
obtain bounds on |{x ∈ D(ZCm) | x = −x}|. However, unlike Proposition 10.410.4, the bounds we
obtain in Proposition 10.1710.17 are obtained by subquotients rather than just subgroups. We therefore
cannot apply Lemma 9.39.3 (ii) since the final map in the sequence need not be surjective in general
(see Remark 9.49.4). As we shall see in Section 1111, it is possible to circumvent the need for such
bounds in the proof of Theorem 11.111.1.

We now conclude this section with a result which holds in the case that m is not square-free.
Firstly an analogue of Lemma 10.1410.14 holds in the case that m is a prime power, by Kervaire–
Murthy [KM77KM77, Theorem 1.2]. For brevity, we will not state this result here. We will instead make
do with the following consequence of their result in the case that p = 2 which will be used in the
proof of Theorem 11.311.3. Note that V2n+1 is directly analogous to the ZC2-modules Vm defined in
Definition 10.1310.13 when m is square-free.

Proposition 10.19. Let n ≥ 1. Then there exists an exact sequence of ZC2-modules

0 → V2n+1 → D(ZC2n+1) → D(ZC2n) → 0,

where V2n+1 =
⊕n−2

i=1 (Z/2i)2
n−i−2

with the involution acting by negation.

Proof. This is a consequence of results of Kervaire–Murthy [KM77KM77]. In [KM77KM77, p. 419] they show
that there is an exact sequence of ZC2-modules

0 → V2n+1 → K̃0(ZC2n+1)
α−→ K̃0(ZC2n)⊕ K̃0(Z[ζ2n+1 ]) → 0

where α is induced by the natural map of rings ZC2n+1 → ZC2n × Z[ζ2n+1 ]. Since the maximal
order ZC2n ⊆ Γ2n ⊆ QC2n is given by Γ2n =

⊕n
i=1 Z[ζ2i ], we get that

ker(α) ∼= ker(β : D(ZC2n+1) → D(ZC2n))

where β is the ZC2-module homomorphism induced by map ZC2n+1 → ZC2n . This gives an exact
sequence of the required form. It follows from [KM77KM77, Theorem 1.1] that V2n+1 is as described. □

10.5. Divisibility and lower bounds for kernel groups. The aim of this section will be to

establish divisibility results for |D(ZCm)| and odd(|Ṽm|). These results are necessary for deter-
mining the involution on D(ZCm) in an analogous way to how divisibility results for class numbers
hm were necessary for determining the involution on C(Z[ζm]) (see Section 10.310.3). The results on

odd(|Ṽm|) are motivated by Proposition 10.1710.17.
We begin by recalling the following, which is [CR87CR87, Theorem 50.18].

Proposition 10.20. If p is a prime and G is a finite p-group, then D(ZG) is an abelian p-group.
In particular, if p ̸= 2, then |D(ZG)| is odd.
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We will now find conditions on m ≥ 2 square-free for which odd(|Ṽm|) ̸= 1. Our strategy is
motivated by the bounds d such that d | |D(ZCm)| which were obtained by Cassou-Noguès in

[CN72CN72,CN74CN74]. In particular, our argument shows that these bounds actually give factors of |Ṽm|.
Recall that Ṽm = coker(Ψ+

m), where

Ψ+
m : Z[ζm]× →

n⊕
i=1

Fpi [ζm/pi
]×

Fpi [λm/pi
]×

is the map defined in Definition 10.1510.15.

Lemma 10.21. Let m ≥ 2 be an integer, let p be a prime such that p ∤ m, let fp = ordm(p) denote
the order of p in Z/m and let gp = φ(m)/2fp.

(i) The inclusion Z[λm] ⊆ Z[ζm] induces inclusion Fp[λm] ⊆ Fp[ζm].
(ii) If m ≥ 3, then |Fp[ζm]×| = (pfp − 1)gp .

(iii) If m ≥ 3, then |Fp[λm]×| =

{
(p

fp
2 − 1)gp , if fp is even

(pfp − 1)
gp
2 , if fp is odd.

If m = 2, then ζ2, λ2 ∈ Z and so |Fp[ζ2]×| = |Fp[λ2]×| = p− 1.

Proof. The proofs of (iiii) and (iiiiii) are analogous. We will prove (iiiiii) only as it is more complicated.
First note that Q(λm)/Q is a Galois extension and p is unramified in Q(λm)/Q since it is unramified
in Q(ζm)/Q (see, for example, [Was97Was97, Lemma 15.48]). This implies that p · Z[λm] = P1 · · · Pg for
some g ≥ 1, where the Pi ⊆ Z[λm] are distinct prime ideals. The Pi coincide under the Galois
action and the Z[λm]/Pi all coincide with the splitting field Fp(λm) and so

Fp[λm] ∼= Z[λm]/(p) ∼= Fp(λm)g

which implies that Fp[λm]× ∼= (Fp(λm)×)g.
Let f = [Fp(λm) : Fp]. Since Gal(Fp(λm)/Fp) is generated by the Frobenius element Frobp : x 7→

xp, we get that f is the smallest positive integer such that Frobfp = IdFp(λm). Note that Frobfp(λm) =

ζp
f

m + ζ−p
f

m . This implies that Frobfp = IdFp(λm) if and only if ζp
f

m = ζ±1
m and so f is the order

of p in (Z/m)×/{±1}. Since [Q(λm) : Q] = φ(m)/2, we have that |Fp[λm]| = pφ(m)/2. Since
|Fp(λm)g| = pfg, this gives that g = φ(m)/2f . Hence we have |Fp[λm]×| = |Fp(λm)×|g = (pf−1)g.
Note that f = fp if and only if fp is odd, and otherwise f = fp/2.

Finally, (ii) follows by comparing the expressions for Fp[λm] and Fp[ζm] as products of fields. □

We will now use Lemma 10.2110.21 to obtain bounds on |Ṽpq| for p, q distinct odd primes, and for

|Ṽ2p|, where p is an odd prime respectively.

Proposition 10.22. Let p and q be distinct odd primes. Let fp = ordq(p), gp = (q − 1)/2fp,
fq = ordp(q) and gq = (p− 1)/2fq. Define

cpq =


1

2pq (p
fp
2 + 1)gp(q

fq
2 + 1)gq , if fp, fq are even

1
2pq (p

fp
2 + 1)gp(qfq − 1)

gq
2 , if fp is even and fq is odd

1
2pq (p

fp − 1)
gp
2 (q

fq
2 + 1)gq , if fp is odd and fq is even

1
2pq (p

fp − 1)
gp
2 (qfq − 1)

gq
2 , if fp, fq are odd.

Then cpq | |Ṽpq|. In particular, if odd(cpq) ̸= 1, then odd(|Ṽpq|) ̸= 1.

Proof. Let E = ⟨ζpq,Z[λpq]×⟩ ≤ Z[ζpq]×. By [Was97Was97, Corollary 4.13], E has index two with
Z[ζpq]×/E ∼= Z/2 generated by 1− ζpq. Let ψp : Z[ζpq]× → Fp[ζq]× be the map sending ζp 7→ 1. If

α ∈ Z[λpq]×, then α =
∑ pq−1

2
i=0 ai(ζ

i
pq + ζ−ipq ) for some ai ∈ Z and so

ψp(α) =
∑ q−1

2
i=0 ãi(ζ

i
q + ζ−iq ) ∈ Fp[λq]×

where ãi =
∑ p−1

2

k=0 ai+kq. Hence the composition Z[ζpq]×
ψp−−→ Fp[ζq]× → Fp[ζq ]

×

Fp[λq ]×
is trivial and so

Ṽpq = coker(Ψ+
pq) = coker

(
Z/pq ⊕ Z/2 → Fp[ζq ]×

Fp[λq ]×
⊕ Fq [ζp]×

Fq [λp]×

)
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where 1 ∈ Z/pq maps to Ψ+
pq(ζpq) and 1 ∈ Z/2 maps to Ψ+

pq(1 − ζpq). In particular, this implies

that |Ṽpq| is divisible by 1
2pq · |

Fp[ζq ]
×

Fp[λq ]×
| · | Fq [ζp]

×

Fq [λp]×
|. The result now follows from Lemma 10.2110.21. □

Proposition 10.23. Let p be an odd prime. Let f2 = ordp(2) and g2 = (p− 1)/2f2. Define

c2p =

{
1
p (2

f2
2 + 1)g2 , if f2 is even

1
p (2

f2 − 1)
g2
2 , if f2 is odd.

Then c2p | |Ṽ2p|. In particular, if odd(c2p) ̸= 1, then odd(|Ṽ2p|) ̸= 1.

Proof. Let π2p : Z[ζp]× → F2[ζp]
× be reduction mod 2. Since ζ2p = −ζp and ζ2 = −1, we have

Ψ2p : Z[ζp]× → F2[ζp]
× ⊕ F×

p . It is shown in [CR87CR87, Theorem 50.14] that projection induces an

isomorphism V2p = coker(Ψ2p) ∼= coker(π2p). Similarly, if π+
2p : Z[ζp]× → F2[ζp]

×

F2[λp]×
, then Ṽ2p =

coker(Ψ+
2p)

∼= coker(π+
2p). By [Was97Was97, Corollary 4.13], Z[ζp]× = ⟨ζp,Z[λp]×⟩. The same argument

as Proposition 10.2210.22 implies that | coker(π+
2p)| is divisible by

1

p
·
∣∣∣ Fp[ζ2]×

Fp[λ2]×

∣∣∣ · ∣∣∣ F2[ζp]×

F2[λp]×

∣∣∣ = 1

p
·
∣∣∣ F2[ζp]×

F2[λp]×

∣∣∣.
The result now follows from Lemma 10.2110.21. □

11. Proof of main results on the involution on K̃0(ZCm)

The aim of this section will be to prove the following three theorems. As we saw previously,
these theorems are required to prove Theorems 5.145.14, 5.155.15, and 5.175.17 respectively.

Theorem 11.1. Let m ≥ 2 be a square-free integer. Then

(i) |{x ∈ K̃0(ZCm) | x = −x}| = 1 if and only if m ∈ {2, 3, 5, 6, 7, 10, 11, 13, 14, 17, 19}; and
(ii) |{x ∈ K̃0(ZCm) | x = −x}| → ∞ super-exponentially in m.

Theorem 11.2. Let m ≥ 2 be a square-free integer. Then

(i) |{x− x | x ∈ K̃0(ZCm)}| = 1 if and only if m ∈ {2, 3, 5, 6, 7, 10, 11, 13, 14, 15, 17, 19, 29}; and
(ii) |{x− x | x ∈ K̃0(ZCm)}| → ∞ super-exponentially in m.

Theorem 11.3. Let m ≥ 2 be an integer. Then

(i) |{x ∈ K̃0(ZCm) | x = −x}/{x− x | x ∈ K̃0(ZCm)}| = 1 for infinitely many m; and

(ii) sup
n≤m

|{x ∈ K̃0(ZCm) | x = −x}/{x− x | x ∈ K̃0(ZCm)}| → ∞ exponentially in m.

11.1. Proof of Theorems 11.111.1 and 11.211.2. The proofs of Theorems 11.111.1 and 11.211.2 are best handled
together since

{x− x | x ∈ K̃0(ZCm)} ≤ {x ∈ K̃0(ZCm) | x = −x}.
In particular, it suffices to prove the following four statements.

(A1) |{x− x | x ∈ K̃0(ZCm)}| → ∞ super-exponentially in m.

(A2) If m ̸∈ {2, 3, 5, 6, 7, 10, 11, 13, 14, 15, 17, 19, 29}, then |{x− x | x ∈ K̃0(ZCm)}| ≠ 1.

(A3) If m ∈ {2, 3, 5, 6, 7, 10, 11, 13, 14, 17, 19}, then |{x ∈ K̃0(ZCm) | x = −x}| = 1.

(A4) If m ∈ {15, 29}, then |{x− x | x ∈ K̃0(ZCm)}| = 1 and |{x ∈ K̃0(ZCm) | x = −x}| ≠ 1.

To see this, note that (A1) coincides with Theorem 11.211.2 (iiii) and implies Theorem 11.111.1 (iiii). The
forwards direction of Theorem 11.111.1 (ii) is implied by (A2) and (A4), and the backwards direction
coincides with (A3). The forwards direction of Theorem 11.211.2 (ii) coincides with (A2) and the
backwards direction is implied by (A3) and (A4).

Recall from Section 8.18.1 that K̃0(ZCm) ∼= C(ZCm) is an isomorphism of ZC2-modules, where
C(ZCm) denotes the locally free class group. We therefore have the following short exact sequence
of ZC2-modules established in Section 10.110.1:

0 → D(ZCm) → K̃0(ZCm) →
⊕
d|m

C(Z[ζd]) → 0,

where D(ZCm) has the induced involution, and each C(Z[ζd]) has the involution induced by con-
jugation. Each of statements (A1)–(A4) will be proven via the following lemma.
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Lemma 11.4. Let m ≥ 2 be an integer. Then

(i) |{x− x | x ∈ D(ZCm)}| ≤ |{x− x | x ∈ K̃0(ZCm)}|;
(ii)

∏
d|m |{x− x | x ∈ C(Z[ζd])}| ≤ |{x− x | x ∈ K̃0(ZCm)}|;

(iii) if |{x−x | x ∈ D(ZCm)}| ≠ 1 or |{x−x | x ∈ C(Z[ζm])}| ≠ 1, then |{x−x | x ∈ K̃0(ZCm)}| ≠
1 (and so |{x ∈ K̃0(ZCm) | x = −x}| ≠ 1);

(iv) if |{x ∈ D(ZCm) | x = −x}| = 1 and
∏
d|m |{x ∈ C(Z[ζd]) | x = −x}| = 1, then |{x ∈

K̃0(ZCm) | x = −x}| = 1 (and so |{x− x | x ∈ K̃0(ZCm)}| = 1).

Proof. By Lemma 9.39.3, there is an exact sequence

0 → {x ∈ D(ZCm) | x = −x} → {x ∈ K̃0(ZCm) | x = −x}

→
⊕
d|m

{x ∈ C(Z[ζd]) | x = −x}

as well as injective and surjective maps

{x− x | x ∈ D(ZCm)} ↪→ {x− x | x ∈ K̃0(ZCm)} ↠
⊕
d|m

{x− x | x ∈ C(Z[ζd])}.

The second sequence implies (ii) and (iiii), with (iiiiii) as a corollary. The first sequence implies (iviv). □

We will now proceed to prove each of statements (A1)-(A4). We will begin with the following
which, by Lemma 11.411.4 (iiii), implies (A1).

Proposition 11.5. We have that |{x− x | x ∈ C(Z[ζm])}| → ∞ super-exponentially in m.

Proof. It was shown in Proposition 10.410.4 that odd(h−m) divides |{x−x | x ∈ C(Z[ζm])}|. The result
now follows from that fact that, by Proposition 10.810.8, odd(h−m) → ∞ super-exponentially in m. □

We will now prove (A2). Our approach will be to use Lemma 11.411.4 (iiiiii). In particular, we will
begin by classifying the m ≥ 2 square-free for which |{x − x | x ∈ C(Z[ζm])}| = 1. We will then
determine the subset of these values for which |{x− x | x ∈ D(ZCm)}| = 1.

Proposition 11.6. The complete list of m ≥ 2 square-free for which |{x− x | x ∈ C(Z[ζm])}| = 1
is as follows:

m =


p, where p ∈ {2, 3, 5, 7, 11, 13, 17, 19, 29}
2p, where p ∈ {3, 5, 7, 11, 13, 17, 19, 29}
pq or 2pq, where (p, q) ∈ {(3, 5), (3, 7), (3, 11), (5, 7), (3, 13)}.

Proof. First note that h−m = 1 implies |{x − x | x ∈ C(Z[ζm])}| = 1. On the other hand, it
follows from Proposition 10.410.4 that odd(h−m) ̸= 1 implies |{x − x | x ∈ C(Z[ζm])}| ≠ 1. In
Proposition 10.710.7 (ii), it is shown that the m ≥ 2 square-free for which odd(h−m) = 1 and h−m ̸= 1 are
precisely the m ∈ S, where S = {29, 39, 58, 65, 78, 130}. It remains to determine for which m ∈ S
we have |{x− x | x ∈ C(Z[ζm])}| = 1.

Suppose m ∈ S. By [Was97Was97, p. 421], we have h+m = 1 and so C(Z[ζm]) = C(Z[ζm])− by
Lemma 10.210.2 (iiii). In particular, we have:

{x− x | x ∈ C(Z[ζm])} = 2 · C(Z[ζm]).

If m = 29 or 68, then C(Z[ζm]) ∼= (Z/2)3 and 2 · C(Z[ζm]) = 0 [Was97Was97, p. 412]. If m = 39 or 78,
then hm = 2 and C(Z[ζm]) ∼= Z/2 and 2 · C(Z[ζm]) = 0 [Was97Was97, p. 412]. If m = 65 or 130, then
[Hor93Hor93, Proposition 1 (iv)] gives that C(Z[ζm]) ∼= (Z/2)2 × (Z/4)2 and 2 · C(Z[ζm]) ∼= (Z/2)2.

Hence we have shown that, for m ≥ 2 square-free, |{x − x | x ∈ C(Z[ζm])}| = 1 if and only if
h−m = 1 or m ∈ {29, 39, 58, 78}. The result now follows by Proposition 10.510.5 (ii). □

We now prove the following. By Lemma 11.411.4 (iiiiii), this completes the proof of (A2).

Proposition 11.7. The complete list of m ≥ 2 square-free for which |{x− x | x ∈ C(Z[ζm])}| = 1
and |{x− x | x ∈ D(ZCm)}| = 1 is as follows:

m =


p, where p ∈ {2, 3, 5, 7, 11, 13, 17, 19, 29}
2p, where p ∈ {3, 5, 7},
pq, where (p, q) = (3, 5).
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That is, m ∈ {2, 3, 5, 6, 7, 10, 11, 13, 14, 15, 17, 19, 29}.

Before turning to the proof, we will begin by recalling that Cassou-Noguès determined the
integers m ≥ 2 for which D(ZCm) = 0 [CN74CN74, Theorème 1] (see also [CN72CN72]). The following can
be deduced by comparing this with Proposition 11.611.6.

Lemma 11.8. Let m ≥ 2 be a square-free integer such that |{x − x | x ∈ C(Z[ζm])}| = 1. Then
D(ZCm) = 0 if and only if m is prime or m = 2p where p ∈ {3, 5, 7}.

Proof of Proposition 11.711.7. Let m ∈ {2, 3, 5, 6, 7, 10, 11, 13, 14, 15, 17, 19, 29}. If m ̸= 15, then
Lemma 11.811.8 implies that D(ZCm) = 0 and so |{x − x | x ∈ D(ZCm)}| = 1. If m = 15, then
it is shown in [CN72CN72, p. 48] that |D(ZC15)| = 2. This implies that D(ZC15) ∼= Z/2 has the trivial
action and so |{x− x | x ∈ D(ZC15)}| = 1.

By Proposition 11.611.6, the remaining m ≥ 2 square-free for which |{x − x | x ∈ C(Z[ζm])}| = 1
are:

m =


2p, where p ∈ {11, 13, 17, 19, 29}
pq, where (p, q) ∈ {(3, 7), (3, 11), (5, 7), (3, 13)}
2pq, where (p, q) ∈ {(3, 5), (3, 7), (3, 11), (5, 7), (3, 13)}.

By Proposition 10.1710.17, we have that
∏
d|m odd(|Ṽd|) divides |{x − x | x ∈ D(ZCm)}|, where Ṽd is

as defined in Definition 10.1510.15. It therefore suffices to prove that, for each m listed above, we have

odd(|Ṽd|) ̸= 1 for some d | m.
In the case m = 2p, the bound c2p from Proposition 10.2310.23 is computed as in the following table.

p 11 13 17 19 29
c2p 3 5 17 27 565

In each case, odd(c2p) ̸= 1 and so odd(|Ṽ2p|) ̸= 1. Hence |{x− x | x ∈ D(ZCm)}| ̸= 1 for m = 2p
where p ∈ {11, 13, 17, 19, 29}.

In the case m = pq for odd primes p, q, the bound cpq from Proposition 10.2210.22 is computed as in
the following table.

(p, q) (3,5) (3,7) (3,11) (5,7) (3,13)
cpq 2 4 44 90 104

In the cases (p, q) ∈ {(3, 11), (5, 7), (3, 13)}, odd(cpq) ̸= 1 and so odd(|Ṽpq|) ̸= 1. Hence |{x − x |
x ∈ D(ZCm)}| ≠ 1 for m = pq or 2pq where (p, q) ∈ {(3, 11), (5, 7), (3, 13)}.

We will deal the the three remaining cases m = 21, 30 and 42 directly from the definition of Ṽm:

Ṽm ∼= coker
(
Ψ+
m : Z[ζm]× →

n⊕
i=1

Fpi [ζm/pi
]×

Fpi [λm/pi
]×

)
.

First suppose that m = 30. Then we have

Ψ+
30 : Z[ζ15]

× → F2[ζ15]×

F2[λ15]×
⊕ F3[ζ5]×

F3[λ5]×
⊕ F5[ζ3]×

F5[λ3]×

and E = ⟨ζ15,Z[λ15]×⟩ has index two in Z[ζ15]×. By the same argument as Proposition 10.2210.22, we

get that |Ṽ30| = | coker(Ψ+
30)| is divisible by

c30 =
1

30
·
∣∣∣ F2[ζ15]×

F2[λ15]×

∣∣∣ · ∣∣∣ F3[ζ5]×

F3[λ5]×

∣∣∣ · ∣∣∣ F5[ζ3]×

F5[λ3]×

∣∣∣ = c15 ·
∣∣∣ F2[ζ15]×

F2[λ15]×

∣∣∣ = 2 · (2
f2
2 + 1)g2 = 10

since f2 = ord15(2) = 4 and g2 = 1. Since odd(c30) ̸= 1, this implies that odd(|Ṽ30|) ̸= 1. Hence
|{x− x | x ∈ D(ZC15)}| ≠ 1.

We will deal with the remaining cases m = 21, 42 by computing the involution on Ṽ21 explicitly.
This turns out to be necessary since, by Remark 11.1211.12, we have |D(ZCm)| = 4 in each case and

so odd(|Ṽ21|) = odd(|Ṽ42|) = 1. If |{x − x | x ∈ D(ZCm)}| = 1 for m = 21 or 42 then, by

Proposition 10.1710.17, we would have |2 · Ṽ21| = 1. Hence it suffices to prove that |2 · Ṽ21| ≠ 1.

We now claim that Ṽ21 = coker(Ψ+
21)

∼= Z/4, which implies that 2 · Ṽ21 ∼= Z/2. First note that,
by the proof of Proposition 10.2210.22, we have that

coker(Ψ+
21)

∼= coker
(
Z/21⊕ Z/2 → F3[ζ7]×

F3[λ7]×
⊕ F7[ζ3]×

F7[λ3]×

)
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where 1 ∈ Z/21 maps to Ψ+
21(ζ21) and 1 ∈ Z/2 maps to Ψ+

21(1− ζ21).
Since g3 = 1, F3[ζ7] ∼= F3(ζ7) is a field and F3[λ7] = F3[λ7] is a subfield. This implies that

F3[ζ7]
×

F3[λ7]×
∼= Z/(36−1)

Z/(33−1)
∼= Z/28. We have F7[ζ3] = Z[x]/⟨7, 1 + x + x3⟩ = Z[x]/⟨7, (x − 2)(x − 4)⟩ ∼=

F7 × F7 where ζ3 7→ (2, 4) and so F7[ζ3]
× ∼= (Z/6)2. Since F7[λ3]

× = F×
7
∼= Z/6, this implies that

F7[ζ3]
×

F7[λ3]×
∼= Z/6. Hence D := F3[ζ7]

×

F3[λ7]×
⊕ F7[ζ3]

×

F7[λ3]×
∼= Z/28⊕ Z/6.

Now Ψ+
21(ζ21) = [(ζ7, ζ3)] where [ζ7] ∈ Z/28 has order 7 and [ζ3] ∈ Z/6 has order 3. This

implies that coker(Z/21 → D) ∼= Z/4 ⊕ Z/2. Note that Ψ+
21(1 − ζ21) = [(1 − ζ7, 1 − ζ3)]. The

isomorphism F7[ζ3]
×/F7[λ3]

× → Z/6 sends 1− ζ3 7→ 1− 2 = −1 and so the image of Ψ+
21(1− ζ21)

in coker(Z/21 → D) ∼= Z/4 ⊕ Z/2 has the form (∗,−1). Since it has order two, this implies that
coker(Ψ+

21)
∼= coker(Z/21⊕ Z/2 → D) ∼= Z/4 as required. □

We will now prove (A3). Our approach will be to use Lemma 11.411.4 (iviv), and will be analogous
to our proof of (A2). In particular, we will begin by classifying the m ≥ 2 square-free for which∏
d|m |{x ∈ C(Z[ζd]) | x = −x}| = 1. We will then determine the subset of these values for which

|{x ∈ D(ZCm) | x = −x}| = 1.

Proposition 11.9. Let m ≥ 2 be square-free. Then
∏
d|m |{x ∈ C(Z[ζd]) | x = −x}| = 1 if and

only if h−m = 1.

Proof. If h−m = 1, then h−d = 1 for all d | m and so
∏
d|m |{x ∈ C(Z[ζd]) | x = −x}| = 1. Conversely,

if h−m ̸= 1 and m ̸∈ {29, 39, 58, 78}, then Proposition 11.611.6 implies that |{x−x | x ∈ C(Z[ζm])}| ≠ 1
and so |{x ∈ C(Z[ζm]) | x = −x}| ̸= 1. It now suffices to show that, if m ∈ {29, 39, 58, 78}, then
|{x ∈ C(Z[ζm]) | x = −x}| ≠ 1.

Suppose m ∈ {29, 39, 58, 78}. By Proposition 11.611.6, we have that C(Z[ζm]) = C(Z[ζm])− and so

{x ∈ C(Z[ζm]) | x = −x} = {x ∈ C(Z[ζm]) | 2x = 0}.

If m = 29 or 58, then C(Z[ζm]) ∼= (Z/2)3 and so {x ∈ C(Z[ζm]) | 2x = 0} ∼= (Z/2)3 [Was97Was97, p. 412].
If m = 39 or 78, then C(Z[ζm]) ∼= Z/2 and so {x ∈ C(Z[ζm]) | 2x = 0} ∼= Z/2 [Was97Was97, p. 412]. □

We will now prove the following. By Lemma 11.411.4 (iviv), this completes the proof of (A3).

Proposition 11.10. The complete list of m ≥ 2 square-free for which∏
d|m |{x ∈ C(Z[ζd]) | x = −x}| = 1 and |{x ∈ D(ZCm) | x = −x}| = 1

is as follows:
m =

{
p, where p ∈ {2, 3, 5, 7, 11, 13, 17, 19}
2p, where p ∈ {3, 5, 7}.

That is, m ∈ {2, 3, 5, 6, 7, 10, 11, 13, 14, 17, 19}.

Proof. If |{x ∈ D(ZCm) | x = −x}| = 1, then |{x− x | x ∈ D(ZCm)}| = 1. By Propositions 10.510.5,
11.711.7, and 11.911.9, the m ≥ 2 square-free for which

∏
d|m |{x ∈ C(Z[ζd]) | x = −x}| = 1 and

|{x− x | x ∈ D(ZCm)}| = 1 are as follows:

m =


p, where p ∈ {2, 3, 5, 7, 11, 13, 17, 19}
2p, where p ∈ {3, 5, 7},
pq, where (p, q) = (3, 5).

If m = p for p ≤ 17 prime or m = 2p for p ∈ {3, 5, 7}, then Lemma 11.811.8 implies that D(ZCm) = 0
and so |{x ∈ D(ZCm) | x = −x}| = 1. If m = 15, then it is shown in [CN72CN72, p. 48] that
|D(ZC15)| = 2. This implies that D(ZC15) ∼= Z/2 has the trivial action and so {x ∈ D(ZCm) |
x = −x} ∼= Z/2. □

Finally, we will prove (A4). Note that these results are implied by computations used the proofs
of Propositions 11.711.7 and 11.1011.10, but we will repeat them here for the convenience of the reader.

Proposition 11.11.

(i) {x− x | x ∈ K̃0(ZC15)} = 0 and {x ∈ K̃0(ZC15) | x = −x} ∼= Z/2.
(ii) {x− x | x ∈ K̃0(ZC29)} = 0 and {x ∈ K̃0(ZC29) | x = −x} ∼= (Z/2)3.
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Proof. (ii) By [Was97Was97, p. 412], we have h15 = 1 and so K̃0(ZC15) ∼= D(ZC15). It is shown in
[CN72CN72, p. 48] that |D(ZC15)| = 2 and so D(ZC15) ∼= Z/2 has the trivial involution. Hence we have

{x− x | x ∈ K̃0(ZC15)} = 0 and {x ∈ K̃0(ZC15) | x = −x} ∼= Z/2.
(iiii) By Lemma 11.811.8, we have D(ZC29) = 0 and so K̃0(ZC29) ∼= C(Z[ζ29]). By [Was97Was97, p. 412],

we have that C(Z[ζ29]) ∼= (Z/2)3. We also have C(Z[ζ29])+ = 1 [Was97Was97, p. 412] and so, by
Lemma 10.210.2 (iiii), C(Z[ζ29]) = C(Z[ζ29])− and so has the trivial involution. Hence we have {x− x |
x ∈ K̃0(ZC29)} = 0 and {x ∈ K̃0(ZC29) | x = −x} ∼= (Z/2)3. □

This completes the proofs of (A1)-(A4) and so, by the discussion at the start of this section,
completes the proofs of Theorems 11.111.1 and 11.211.2.

Remark 11.12. In order to minimise the possibility of errors, we computed D(ZCm) for all relevant
m using the algorithm described in [BB06BB06] and implemented in Magma byWerner Bley. We checked
that D(ZCm) = 0 for the m listed in Lemma 11.811.8, we checked that all the bounds cm computed in
the proof of Proposition 11.711.7 divide |D(ZCm)| and we computed D(ZC21) ∼= Z/4, D(ZC42) ∼= Z/2
and D(ZC15) ∼= Z/2. These computations are all consistent with the calculations above.

11.2. Proof of Theorem 11.311.3. For m ≥ 2, let

Am :=
{x ∈ K̃0(ZCm) | x = −x}
{x− x | x ∈ K̃0(ZCm)}

∼= Ĥ1(C2; K̃0(ZCm))

where the isomorphism comes from Proposition 9.59.5. Similarly to the proofs of Theorems 11.111.1
and 11.211.2, we will begin by noting that it now suffices to prove the following two statements.

(B1) If n ≥ 1, then |A3n | = 1

(B2) If n ≥ 1, then |A2n | · |A2n+1 | ≥ 22
n−2−1.

To see this, note that (B1) directly implies Theorem 11.311.3 (ii). Next, Theorem 11.311.3 (iiii) follows
from (B2) since it implies that

sup
n≤m

|An| ≥ max{|A2⌊log2(m)⌋ |, |A2⌊log2(m)⌋−1 |} ≥
√
|A2⌊log2(m)⌋ | · |A2⌊log2(m)⌋−1 |

≥ 22
⌊log2(m)⌋−3−1 ≥ 2

m
16−1

which tends to infinity exponentially in m.
We will again make use of the following short exact sequence of ZC2-modules established in

Section 10.110.1:

0 → D(ZCm) → C(ZCm) →
⊕
d|m

C(Z[ζd]) → 0,

where D(ZCm) has the induced involution, and each C(Z[ζd]) has the involution induced by con-
jugation. Each of statements (B1) and (B2) will be proven via the following lemma.

Lemma 11.13. Let m ≥ 2. Then there is a 6-periodic exact sequence of finite abelian groups

Ĥ1(C2;D(ZCm)(2)) Am
⊕

d|m Ĥ
1(C2;C(Z[ζd])(2))

⊕
d|m Ĥ

0(C2;C(Z[ζd])(2)) Ĥ0(C2;C(ZCm)(2)) Ĥ0(C2;D(ZCm)(2)).

∂∂

Furthermore, we have that:

(i) If hm is odd, then Am ∼= Ĥ1(C2;D(ZCm)(2))

(ii) If |D(ZCm)| is odd, then Am ∼=
⊕

d|m Ĥ
1(C2;C(Z[ζd])(2)).

(iii) If hm and |D(ZCm)| are both odd, then Am = 0.

Proof. By Proposition 9.99.9, we have that Am ∼= Ĥ1(C2;C(ZCm)(2)). The short exact sequence
stated above induces a short exact sequence on their 2-primary submodules:

0 → D(ZCm)(2) → C(ZCm)(2) →
⊕
d|m

C(Z[ζd])(2) → 0.



SIMPLE HOMOTOPY TYPES OF EVEN DIMENSIONAL MANIFOLDS 51

This follows since, for example, localisation is an exact functor. The existence of the required
6-periodic exact sequence now follows from Proposition 9.79.7 and the fact that

Ĥn(C2;
⊕
d|m

C(Z[ζd])(2)) ∼=
⊕
d|m

Ĥn(C2;C(Z[ζd])(2))

for n ∈ Z by Proposition 9.29.2 (iiii).
To prove (ii), suppose hm is odd. Then hd is odd for all d | m since hd | hm [Was97Was97, p. 205].

This implies that C(Z[ζd])(2) = 0 for all d | m and so
⊕

d|m Ĥ
n(C2;C(Z[ζd])(2)) = 0 for all n ∈ Z.

The 6-periodic exact sequence then gives that Am ∼= Ĥ1(C2;D(ZCm)(2)).

To prove (iiii), suppose |D(ZCm)| is odd. ThenD(ZCm)(2) = 0, Ĥn(C2;D(ZCm)(2)) = 0 for all n,

so the 6-periodic exact sequence gives that Am ∼=
⊕

d|m Ĥ
1(C2;C(Z[ζd])(2)). If hm and |D(ZCm)|

are odd, then D(ZCm)(2) = 0 and so Am ∼= Ĥ1(C2;D(ZCm)(2)) = 0, which proves (iiiiii). □

We will now prove the following which implies (B1) since h3 = 1 is odd (see, for example,
Proposition 10.510.5). Note that it also implies that |Apn | = 1 for n ≥ 1 and other primes p ̸= 3.

Proposition 11.14. Let n ≥ 1 and let p ≤ 509 be an odd prime such that hp is odd. Then
|Apn | = 1.

Remark 11.15. By Lemma 10.1010.10 (ii), this condition holds precisely for the odd primes p ≤ 509 with

p ̸∈ {29, 113, 163, 197, 239, 277, 311, 337, 349, 373, 397, 421, 463, 491}.

Proof. Since p is an odd prime, Proposition 10.2010.20 implies that |D(ZCpn)| is odd. Since p ≤ 509
and hp is odd, Lemma 10.1010.10 (iiii) implies that hpn is odd. Hence |Apn | = 1 by Lemma 11.1311.13 (iiiiii). □

We will now prove (B2). By the discussion above, this completes the proof of Theorem 11.311.3.

Proposition 11.16. If n ≥ 1, then |A2n | · |A2n+1 | ≥ 22
n−2−1.

Proof. By Lemma 10.1010.10 (iiii), h2n is odd and so Lemma 11.1311.13 (ii) implies that

A2n
∼= Ĥ1(C2;D(ZC2n)(2)).

By Propositions 9.79.7 and 10.1910.19, we have a 6-periodic exact sequence of finite abelian groups:

Ĥ1(C2;V2n+1) A2n+1 A2n

Ĥ0(C2;D(ZC2n)) Ĥ0(C2;D(ZC2n+1)) Ĥ0(C2;V2n+1).

∂∂

Furthermore, by Proposition 9.89.8, we have that Ĥ0(C2;D(ZC2k)) ∼= A2k as abelian groups for all

k ≥ 1, and Ĥ1(C2;V2n+1) ∼= Ĥ0(C2;V2n+1) as abelian groups.
Since the involution on V2n+1 acts by negation, we have that

Ĥ1(C2;V2n+1) ∼= V2n+1/2V2n+1
∼=
n−2⊕
i=1

(Z/2)2
n−i−2 ∼= (Z/2)2

n−2−1.

This implies that the 6-periodic exact sequence restricts to:

A2n
α−→ (Z/2)2

n−2−1 β−→ A2n+1 .

By the first isomorphism theorem and exactness, we get that:

22
n−2−1 = | ker(β)| · | Im(β)| = | Im(α)| · | Im(β)| ≤ |A2n | · |A2n+1 |

which was the required bound. □
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