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Abstract

Convection in the fluid regions of planetary interiors plays an important role in

determining the dynamics of many physical phenomena present there. The fluid motions

driven by thermal and compositional convection in the Earth’s core transport heat out from

the planet’s iron rich core and are thought to maintain the geomagnetic field via dynamo

action. Convection is also believed to produce the zonal flowsand multiple jets observed

in the atmospheres of the gas giants, most famously in the Jovian atmosphere.

A particular interest in the interaction between convection and zonal flows, in the non-

magnetic case, is maintained in this work. Equations relevant in plane layer geometry and

the annulus geometry are derived. Linear and non-linear equations are solved numerically

using a collocation and a semi-implicit method respectively. The onset of convection with

a basic state zonal flow is studied in the linear cases. In the plane layer model the basic

state zonal flow is maintained by a thermal wind. Conversely, the zonal flow is produced

by the Reynolds stresses in the annulus model. Therefore two quite different models are

considered in this work.

Thermal instabilities are studied with baroclinic and barotropic instabilities also arising

in the plane layer and annular geometries respectively. Zonal flows are found to be both

stabilising and destabilising depending on whether the instabilities associated with the

shear can manifest themselves. The non-linear simulationsprovide strong zonal flows

and multiple jets reminiscent of Jupiter’s banded structure, as well as periodic bursts of

convection. This bursting phenomenon is shown to be necessarily maintained by a zonal

flow and a mean temperature gradient.
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Chapter 1

Introduction

1.1 Motivation and background

Convection is a natural phenomenon affecting the dynamics ofmany fluids in geophysical

and astrophysical systems. Numerous bodies have the need totransport heat out from

their hot cores to the surface. When part of a system’s structure contains a fluid, the heat

can be transported by convection, via fluid motions, as well as conduction and radiation.

Examples of bodies in our Solar system that are known to have convecting fluid regions

include the Sun, the Earth and the gas giant planets (for example, Jupiter). Motion of

an electrically conducting fluid was proposed by Larmor (1919) as a possible origin of

the Sun and the Earth’s magnetic fields, via dynamo action. Hence an understanding of

convection is fundamental for developing theories to explain the existence of dynamos in

geophysical and astrophysical bodies.

The laws governing dynamo theory arise from the equations offluid dynamics

and electromagnetism; namely the Navier-Stokes equationsand Maxwell’s equations

respectively. Analytical solutions of these equations areavailable in only rather special

circumstances, due to their complex nature. However, in recent years, numerical solutions

have been possible with the aid of improved computer resources. Indeed, we shall look for

numerical solutions as part of the work in this thesis. However, we shall not be including

the effects of magnetic fields in order to first gain an understanding of the underlying

convection. Further work could certainly be undertaken with the addition of magnetic

fields to the models that we shall discuss. Due to the exclusion of electromagnetic effects
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we discuss the equations governing fluid motion, but not Maxwell’s equations, in section

1.2.

Thermal convection originates from the tendency of warm fluid to expand, become less

dense and rise above cooler, denser fluid. This process allows for the successful transport

of heat from the centre of an astrophysical body assuming thecore is warmer than the

surface. However, there is also the possibility of compositional convection if the fluid

is not compositionally homogeneous. This can occur even in isothermal conditions and

is driven by light material released into the fluid where its surroundings are made up of

more dense material. In this thesis we focus on thermal convection though much of the

dynamics is similar for compositional convection. An interesting addition to the work in

this thesis could be to include the effects of compositionalconvection to the models we

discuss, which would create a ‘double-diffusive’ system.

We intend for the work in this thesis to be most relevant to dynamical processes in the

Earth’s interior and the Jovian atmosphere. However, theremay be broader applications of

the work in other areas of astrophysical fluid dynamics, planetary science and atmospheric

science. In the following two subsections we discuss the structure of, as well as a

background of convection in, the Earth and Jupiter. We also define and discussthermal

windsandzonal flowssince they are of primary interest to the work undertaken in this

thesis. Indeed, our study is largely concerned with how thermal winds and zonal flows

interact with convection in various models. Although we shall not include the effects of

magnetic fields in our models, we discuss some of their attributes in this section in order

to gain an insight into why the study of convection is crucialto understanding dynamo

action.

1.1.1 Convection in the Earth’s core

We first discuss the structure of the Earth, which has been identified from seismic

observations. Beneath the Earth’s crust there is a high density core surrounded by a lower

density mantle, with the core-mantle boundary (CMB) located approximately 3480km

from the planet’s centre. The core itself is subdivided intoa solid inner part and a liquid

outer part with the inner-core boundary (ICB) found approximately 1220km from the

centre of the Earth. Hence the inner core radius is approximately 0.35 times smaller than
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the total core radius. Transverse seismic waves are unable to propagate in the outer core

indicating that it must be a fluid. A diagram of the structure of the Earth is displayed in

figure 1.1. Although convection in the mantle takes place (see, for example, Bercovici,

2007), the material is not sufficiently electrically conducting and the motion is too far

slow to drive a dynamo. Consequently, the iron rich core is thought to be the source of

the geodynamo. When modeling the fluid dynamics inside the Earth’s core, spherical

shells are the most relevant geometry although research is often performed in the simpler

full sphere geometry. However, this neglects the inner corewhich may have significant

influence on the magnetic field (Hollerbach & Jones, 1993).

Figure 1.1:A diagram showing the structure of the Earth.

The iron in the outer core gives rise to the desired electrically conducting fluid for

dynamo action described by Larmor (1919). This action maintains the geomagnetic

field. When considered over a sufficiently long period of time,the Earth’s magnetic

field averages to a dipole aligned with the rotation axis. However, the field significantly

changes on timescales varying from seconds to millennia; this is referred to as the secular

variation. Examples include the reversal of the magnetic field, occurring over millennia

(Jacobs, 1984) and the westward drift of magnetic features which is observable over

much shorter timescales (Bullardet al., 1950). Many of the geodynamo’s characteristics

are reproduced in numerical simulations (see, for example,Glatzmaier & Roberts, 1995;

Sakuraba & Kono, 1998; Christensenet al., 2001). The progress made on understanding
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the geodynamo has been reviewed by, for example, Hollerbach(1996); Fearn (2007).

The Earth is known to have possessed its magnetic field for at least 3.5 billion years

(see, for example, Merrillet al., 1996). However, the material in the core has electrical

resistance, which leads to Ohmic dissipation. It has been shown (see, for example,

Moffatt, 1978) that this dissipation would lead to the decayof the Earth’s magnetic field

on a 20,000 year timescale unless the fluid in the core is driven by some other source.

The most likely driving force of fluid motion is thermal and compositional convection

arising from the heat and light material leaving the inner core. However, other possible

energy sources, such as precession and tidal forcing, have also been considered (Malkus,

1994). Compositional convection is certainly thought to supplement thermal convection

in the Earth’s core (Fearn, 1998), however we shall concentrate on the latter in this work.

Geodynamo models driven by convection are discussed by Jones (2000). The outer core

is thought to be in a turbulent state of motion since the viscosity there is very small.

This causes significant numerical challenges when performing computer simulations and

in fact the larger turbulent value of the viscosity has to be used since current computers

cannot resolve the smallest length scales (see Braginsky & Roberts, 1995, for a discussion

of core turbulence).

Heat is known to escape from the Earth at a rate of approximately 44TW. In order for

the outer core to be convecting, the adverse temperature gradient must be steeper than

the adiabatic temperature gradient. In other words, there must be enough heat flux to

be transported so that convection as a transfer process of heat is favourable. We discuss

a simple problem of the onset of thermal convection in section 1.4. Convection takes

place when there is more heat flux to transport than is possible from conduction down

the adiabat alone. The current thought is that, even with conservative estimates of the

total heat flux, there must be convection occurring near the ICB. However, nearer to the

CMB there may be regions stable to convection if the CMB heat fluxis low enough

for conduction alone to transport the necessary heat outwards. Jones (2007) discusses

these ideas in more detail and Olson (2003) considers how thecore and mantle interact.

The additional possibility of compositional convection complicates matters further (Jones,

2007).

The fact that the Earth is rotating also has a role to play. We shall see in section 1.3 that
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strong rotation causes the fluid velocity to prefer to be independent of the axis parallel to

rotation,z, say (Proudman, 1916; Taylor, 1922). This will cause the convection patterns

to order themselves into columns in thez-direction (Roberts, 1968; Busse, 1970). For

discussion of fluid motion in spherical shells such as the Earth’s core it proves useful to

define a hypothetical cylinder, which runs from pole to pole parallel to thez-axis and just

touches the extrema of the inner core; the tangent cylinder (TC). We do this in order to

divide the system into two distinct regions: inside the tangent cylinder (ITC) and outside

the tangent cylinder (OTC). Columns of fluid will clearly be of significantly different

lengths in the two regions. If a column of fluid moves from OTC to ITC then it necessarily

must be split in two, which clearly requires strongz-dependent motion. This suggests

that there is unlikely to be much transfer of fluid across the TC. Furthermore, due to

the spherical geometry, the columns of fluid ITC will increase their length as they move

out radially whereas OTC the opposite is true. The lack ofz-dependent motion also has

further consequences for convection. Heat can be more easily transported OTC since the

predominant outward direction is perpendicular toz. However, ITC it is mostly motion in

thez-direction that is required to transport heat out radially.Inevitably, this motion must

vary more strongly withz and thus a stronger driving force is required for convectionto

onset ITC. This leads to differing efficiencies of heat transport inside and outside the TC.

The temperature profile of the Earth’s core may vary in directions other than the radial.

When this is the case athermal windis created, which is an azimuthal flow which varies

with z. The jet stream in the Earth’s atmosphere is a famous exampleof such a thermal

wind, driven by the pole-equator temperature difference. Thermal winds are also believed

to occur in the Earth’s core (Olson & Aurnou, 1999; Sreenivasan & Jones, 2005, 2006)

where warmer regions near the poles lead to anticyclonic vortices which can be detected

in the secular variation as the geomagnetic field is advectedby the flow. This process has

been modeled in the laboratory by Aurnouet al.(2003). The warmer regions are believed

to arise due to the differing efficiency of convection insideand outside the tangent cylinder

(Tilgner & Busse, 1997).

Thermal winds inside the Earth’s core could also arise because of a heterogeneous

heat flux across the CMB. Seismic tomography uses seismic wave travel-time data to

estimate flow velocities and can be used near the CMB. The seismic tomography suggests

that heterogeneities in the CMB velocities exist, and a natural interpretation is that the
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variations in seismic velocity are due to thermal variations caused by a core-mantle heat

flux that varies with latitude and longitude (Gubbinset al., 2007). When this is the case

and the system is stably stratified, and thus convectively stable, there must still be a

non-zero flow since a thermal wind occurs (Zhang & Gubbins, 1996). This could lead

to a baroclinic instability. Braginsky (1993) originally proposed the possibility that the

inner core could be stably stratified just below the CMB. Whilst it is not currently known

whether the core heat flux is low enough for such a subadiabatic region to exist, the

estimates suggest that it is a possibility (Anufrievet al., 2005). More recently Sreenivasan

(2009); Sakuraba & Roberts (2009) have also suggested that thermal conditions at the

boundaries of the core-mantle boundary may play an active role in generating large-scale

convective flows and magnetic fields.

1.1.2 Convection in the Jovian atmosphere

We now discuss the structure of Jupiter since a significant part of our work will be relevant

to convection in the Jovian atmosphere. Jupiter is believedto consist of a dense core

made up of a mixture of elements including metallic hydrogen, which is approximately

55,000km in radius. Metallic hydrogen is a form of hydrogen produced when it is

sufficiently compressed to allow a phase transition to take place (Wigner & Huntington,

1935). The electrons become unbound and thus can act like theconduction electrons of

a metal. The core is surrounded by an outer layer atmosphere of molecular hydrogen and

helium approximately 15,000km deep. Jupiter possesses a magnetic field, which again is

expected to be driven by dynamo action, and it is thought to begenerated in the metallic

hydrogen core. However, the atmosphere of Jupiter is the region that we are concerned

with since this is where large-scale zonal flows are observed. A zonal flow is an azimuthal

flow often much larger in magnitude than the small-scale convective motions that are also

occurring.

Zonal flows are known to occur frequently in nature with well known examples including

the wind systems on the giant planets, including Jupiter. Inthe Jovian atmosphere there is

a clear banded structure that is split into regions known as zones and belts. This structure

is displayed in figure 1.2. The banded structure is accompanied by a complex array of

prograde and retrograde zonal flows, which are referred to asjets (Porcoet al., 2003).
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These jets are found at the boundaries between the zones and belts; the prevailing flows at

the surface are shown in figure 1.3. The two sets of data in figure 1.3, obtained 20 years

apart by the Voyager and Cassini spacecraft, show that the jetstructure has barely changed

in that time. Belts and zones alternate in colour and temperature with belts being dark and

warm and zones light and cool. In figure 1.2 we also notice the appearance of large-scale

vortices at the surface of the atmosphere such as the Great RedSpot. Most vortices are

anticyclonic and are not thought to extend far into the interior of the atmosphere.

Figure 1.2:A diagram showing the various zones and belts visible at the surface of the Jovian atmosphere

taken by the Cassini spacecraft in 2000 (credit to ESA and NASA for the original picture).

The origin of the jets, and in fact the banded structure itself, is an open question. The

deep model, introduced by Busse (1976), proposes that the zonal flows are driven deep

in the interior. Although this model is able to produce strong equatorial flows, it is often

unable to reproduce the multiple jet structure seen in figure1.3. However, this may be

due to the inability to perform simulations at the realisticparameter regimes; that is, at

sufficiently small Ekman number. Conversely, the shallow model assumes that the zonal

flows are confined to a thin layer at the surface and driven by small-scale turbulence. This

model also has problems. Whilst it can reproduce the multiplejet structure, the equatorial

jet structure observed in figure 1.3 is absent in shallow models. Thus, it appears that
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Figure 1.3:A diagram showing the direction and magnitude of the prevailing winds, known as jets, at the

surface of the Jovian atmosphere. Adapted from original plot found in Vasavada & Showman (2005).

both deep and shallow processes are required in order to successfully model the Jovian

atmosphere (Vasavada & Showman, 2005). A model that contains both shallow and deep

processes and produces a much more realistic jet structure is presented by Heimpelet al.

(2005).

1.2 The equations governing rotating fluids

The basic equations governing fluid dynamics are the Navier-Stokes equation, also

referred to as the momentum equation or the equation of motion, and the continuity

equation. The Navier-Stokes equation is a statement of the conservation of momentum

for fluids and in its most general form, in an inertial frame, is written

ρ
∂Ui

∂t
+ ρUj

∂Ui

∂xj

= Fi +
∂Pij

∂xj

, (1.1)

whereUi is the fluid velocity field,ρ is the density,Pij is the stress, and the external

forces, often due to gravity, are represented byFj. The continuity equation is a statement

of the conservation of mass and is

∂ρ

∂t
+

∂

∂xj

(ρUj) = 0. (1.2)
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These equations can be found in numerous textbooks, for example Batchelor (1967). The

stress tensor is a measure of the internal forces acting within the fluid. Hence it consists

of terms due to the pressure and viscosity. For our work it is sufficient to write

Pij = −Pδij + µ

(
∂ui

∂xj

+
∂uj

∂xi

)
− 2

3
µ
∂uk

∂xk

δij, (1.3)

whereδij is the Kronecker delta andµ is the viscosity. The viscous terms, proportional to

µ, in this equation arise from the assumption of the stress being linearly proportional to the

strain rate so that the fluid is Newtonian. The derivation of this form for the stress tensor

can be found in, for example, Chandrasekhar (1961). The quantity P is the isotropic

pressure in the absence of strain. Upon substituting the form for Pij given by equation

(1.3) into equation (1.1) the Navier-Stokes equation becomes

ρ
∂Ui

∂t
+ ρUj

∂Ui

∂xj

= Fi −
∂P
∂xi

+
∂

∂xj

(
µ

(
∂ui

∂xj

+
∂uj

∂xi

)
− 2

3
µ
∂uk

∂xk

δij

)
. (1.4)

In addition to these equations for the fluid velocity, one requires further equations to

govern other physical quantities should any be present. In planetary bodies such as those

which we shall be interested, the effects of temperature andmagnetic fields are usually

important. In this thesis we shall be working in the non-magnetic case. However, we shall

be considering temperature fluctuations and thus we requirean equation governing this

quantity. Also, in the non-magnetic, non-isothermal case the only external body force we

shall be interested in is that of the buoyancy so that we write

Fi = ρgi, (1.5)

wheregi is the gravity vector. The relevant equation, the heat conduction equation, is

derived (Chandrasekhar, 1961) from a consideration of the conservation of energy, which

leads to

ρ
∂

∂t
(cV T ) + ρUj

∂

∂xj

(cV T ) =
∂

∂xj

(
k
∂T

∂xj

)
− p

∂Uj

∂xj

+ Φ, (1.6)

where

Φ =
µ

2

(
∂Ui

∂xj

+
∂Uj

∂xi

)2

− 2

3
µ

(
∂Uj

∂xj

)2

. (1.7)

Here we have introduced the parameters:cV andk, which are the specific heat at constant

volume and the thermal conductivity, respectively. Equations (1.2), (1.4) and (1.6) are our

basic hydrodynamic equations and in addition to these we require an equation of state,
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which relates the temperature to the density. We use the approximation

ρ = ρ0(1 − α(T − T0)), (1.8)

as the form for the density throughout our work, whereα is the coefficient of thermal

expansion andT0 is the temperature at whichρ = ρ0.

1.2.1 The Boussinesq approximation and the addition of rotation

We now discuss an approximation that we use throughout our work in order to simplify

the hydrodynamic equations we have discussed above. The Boussinesq approximation,

named for Boussinesq (1903), arises due to the coefficient of thermal expansion being

relatively small for a great deal of fluids, including those that we are interested in.

For α ≈ 10−4 the density varies by only small amounts provided the fluctuations in

the temperature are not too large. Hence the variations in density are ignored in the

Boussinesq approximation so thatρ is treated as a constant in our equations. However,

there is one important exception: we do not treat the densityas constant when it appears

in the external forces term; that isFi. This is because accelerations arising from the

derivative of the density in this term can be comparable withother terms in the equation

of motion. By assuming that the density is constant we are alsoable to assume that

the coefficientsµ, cV , α andk are also constant since they will be of the same order as

the density. The scalings of the various terms and other technicalities in the Boussinesq

approximation are discussed by, for example, Chandrasekhar(1961) and Drazin & Reid

(1981).

We are able to make significant modifications to equations (1.2), (1.4) and (1.6) when

applying the Boussinesq approximation. We make the approximationρ ≈ ρ0 in all terms

other than the external force term where we retain the definition of the density given by

equation (1.8). Firstly we note that the continuity equation, (1.2), reduces to

∂Uj

∂xj

= 0, or ∇ · U = 0. (1.9)

Therefore the velocity field is solenoidal so that the fluid isincompressible in the

Boussinesq approximation. Secondly, the Navier-Stokes equation, (1.4), with Fi
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substituted from equation (1.5), becomes

∂Ui

∂t
+ Uj

∂Ui

∂xj

= − 1

ρ0

∂P
∂xi

− α(T − T0)gi + ν
∂2Ui

∂x2
j

, (1.10)

since the terms involving the divergence of the velocity nowvanish due to equation (1.9).

We have introduced the kinematic viscosity, also referred to as the momentum diffusivity,

which is defined as:ν = µ/ρ0. Thirdly, we consider the heat equation, (1.6), in the

Boussinesq limit, which becomes

∂T

∂t
+ Uj

∂T

∂xj

= κ
∂2T

∂x2
j

, (1.11)

where the thermal diffusivity is defined as:κ = k/ρ0cV . TheΦ term from equation (1.6)

vanishes due to it being smaller than the convective terms (Drazin & Reid, 1981).

Since the physical systems that we shall be interested in arerotating bodies we also must

include the effects of rotation in our equations. The rotational terms arise due to the fact

that a rotating frame is accelerating and thus is not an inertial frame. Rotation only affects

the Navier-Stokes equation, which becomes

∂Ui

∂t
+ Uj

∂Ui

∂xj

+ 2ǫijkΩjUk =

− 1

ρ0

∂P
∂xi

+
1

2

∂

∂xi

(
|ǫjklΩkxl|2

)
− α(T − T0)gi + ν

∂2Ui

∂x2
j

, (1.12)

where2ρΩ×U is the Coriolis force and1
2
ρ∇(|Ω × x|2) is the centrifugal force. We

assume that the Boussinesq approximation applies for both ofthese newly introduced

terms so that the only term where the density is not constant remains the gravity term.

Hence we have takenρ ≈ ρ0 in the Coriolis and centrifugal force terms. In the case of the

centrifugal force this amounts to assuming thatΩ2d≪ g whered is a typical length scale

of the system under consideration. The terms that are gradients of a scalar quantity can

be gathered together to form a modified pressure and we can also incorporate the constant

T0 into T . Equation (1.8) then becomes

ρ = ρ0(1 − αT ), (1.13)

and writing equation (1.12) in vector form we have

∂U

∂t
+ (U · ∇)U + 2Ω × U = − 1

ρ0

∇P − αTg + ν∇2U, (1.14)
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whereP = P − ρ0|Ω × x|2/2 is the modified pressure. The heat equation is unchanged

by rotation and remains as

∂T

∂t
+ (U · ∇)T = κ∇2T. (1.15)

Throughout our work we will often use the vorticity equation, rather than the Navier-

Stokes equation, since taking the curl of equation (1.14) eliminates the gradient term on

the right-hand-side. This then results in the vorticity equation given by

∂Z

∂t
+ (U · ∇)Z − ((2Ω + Z) · ∇)U = −αg ×∇T + ν∇2Z, (1.16)

whereZ ≡ ∇ × U is the vorticity. We have used equations (A.4) and (A.1) in order to

take the curl of the advection term(U · ∇)U, noting that bothU andZ are solenoidal.

We have also used equation (A.1) and the solenoidal condition again to find the curl of

the Coriolis term. Equations (1.9) and (1.14 - 1.16) are the governing equations that we

shall call upon throughout our work.

1.2.2 Boundary conditions

In order to solve equations (1.9) and (1.14 - 1.16) we must also impose conditions on the

fluid velocity and the heat at the fluid-solid boundaries. Clearly no fluid can pass through

the solid boundary, which leads to the no penetration condition:

U · n̂ = 0 on all boundaries, (1.17)

wheren̂ is a normal vector at the boundary. One of two further types ofcondition are

commonly imposed on the fluid velocity. Firstly, the stress-free condition demands that

no stresses act tangential to the boundary. From the definition of the stress tensor given in

equation (1.3), this results in

n̂ · ∇(n̂ × U) = 0 on a free boundary. (1.18)

Secondly, the no-slip condition for a rigid surface demandsthat the horizontal components

of the velocity vanish at the boundary so that

n̂ × U = 0 on a rigid boundary. (1.19)
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In the Earth’s core, rigid boundaries are appropriate sincethe ICB and CMB are solid.

However, as we shall discuss in section 1.3, the use of the no-slip condition introduces

a thin boundary layer where the fluid velocity quickly changes from its interior value to

zero on the boundaries. Due to the difficulty of numerically resolving such thin boundary

layers, the more artificial stress-free boundaries are often used. In fact, we use both stress-

free and no-slip boundary conditions in our work. There are also several possible thermal

conditions that can be imposed on the boundaries. We choose to use boundaries that are

held at a constant temperature throughout our work so that any perturbation toT must

vanish on the boundaries. However, other conditions such asa constant heat flux passing

through the boundary could also be used.

1.3 Properties of rotating fluids

Rotation has a profound affect on the dynamics of fluids due to the appearance of two new

terms in the Navier-Stokes equation arising due to the non-inertial frame of reference.

The introduction of the Coriolis term in particular has significant consequences. The

importance of rotation in a given system is often measured using the Rossby number,

which is the ratio of inertial forces to the Coriolis force. The Rossby number is defined as

Ro =
U∗

ΩL
, (1.20)

where U∗ and L are typical velocity and length scales respectively. This non-

dimensional number is small when rotational effects are important and is frequently

used in atmospheric science and oceanography where large-scale structures such as ocean

currents are significantly affected by rotation. Conversely, for many small-scale systems

such as certain laboratory experiments the Rossby number is large and the Coriolis force

can be ignored. However, some laboratory experiments do have large Rossby numbers

due the rapid rotation of the system.

1.3.1 The Taylor-Proudman theorem

A significant consequence in rapidly rotating systems, where the Rossby number is small,

can be identified when considering an inviscid, homogeneousfluid with slow, steady
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motions. In this case the equation of motion (1.14) reduces to

2Ω × U = − 1

ρ0

∇P, (1.21)

where products of the fluid velocity have been neglected due to the slow motion condition.

The homogeneous condition also demands that the buoyancy term vanishes. The balance

of the Coriolis force and the pressure gradient as in equation(1.21) is referred to as

geostrophic balance. Although this balance does not hold identically in nature,since we

have assumed that there is no viscosity, it is the predominant balance in certain systems.

In the Earth’s core, for example, the Rossby number is small,Ro ≈ 3×10−6. The Ekman

number,E = ν/2Ωd2, determines the relative strength of the viscous term compared with

the Coriolis term and for the Earth’s core:E ≈ 10−15. Therefore viscosity is negligible

except on small length scales. Hence the Earth’s core is an example of a rapidly rotating

system where the effects of inertial forces and viscosity are small compared with the

Coriolis force.

When geostrophic balance holds, an important results arises, best observed from the

vorticity equation (1.16), which reduces to

(Ω · ∇)U = 0. (1.22)

Again products ofU and Z are neglected due to the slow motion condition and the

buoyancy term vanishes due to the homogeneous condition. Equation (1.22) is the

mathematical statement of the Taylor-Proudman theorem, named for Taylor (1922) and

Proudman (1916). Physically it states that the fluid velocity must be uniform in the

direction of the axis of rotation of the body. This result implies thatU is constant on

columns and hence whole columns of fluid move as rigid bodies.As a consequence the

fluid motion is also two-dimensional.

In convection problems where gravity and the rotation axis are parallel, a violation

of the Taylor-Proudman theorem will take place in order to transport heat vertically.

However, if the system is rotating sufficiently rapidly there will be a preference to

limit the departure from geostrophy (Busse, 1970). This is achieved with large velocity

components perpendicular to the rotation axis, compared with the component parallel to

it, which creates a spiraling convection pattern (Chandrasekhar, 1961).
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For systems whereg andΩ are perpendicular, the condition for geostrophy can hold

exactly if the boundaries are flat. However, in systems with sloped or curved boundaries,

such as a sphere, somez-dependent motion is inevitable. This is because although there is

the possibility of purely geostrophic motion in the form of an azimuthal flow, this cannot

transfer heat radially. Therefore some ageostrophic motion is required in order to do this.

In a sphere, if a column of fluid moves out radially it must change its length via some sort

of z-dependent motion. Therefore the columns preferred are tall and thin since they can

transport the heat radially whilst minimising the departure from geostrophy. In the case of

a spherical shell, which is relevant to the Earth’s core, there are additional complications

resulting from the existence of the tangent cylinder. As we discussed in section 1.1, there

is unlikely to be significant motion across the TC since columns of fluid will have to be

split in two, requiring strongly ageostrophic motion.

1.3.2 Ekman layers

As with many problems in fluid dynamics there is a boundary layer associated with no-slip

boundaries in rotating systems. As we saw in section 1.2, thevelocity field vanishes on

rigid boundaries. Hence there must be a layer close to the boundaries where the velocity

quickly changes from its interior value to zero. In rotatingfluids the thickness of this layer

isO(E1/2) (Greenspan, 1968). In the boundary layer the primary balance is between the

Coriolis, pressure and viscous forces so that

2Ω × U = − 1

ρ0

∇P + ν∇2U. (1.23)

The unusual property of Ekman layers compared with other boundary layers is their

ability to attract or repel fluid from the boundary. This property, known as Ekman suction

(or equivalently Ekman pumping), arises due to the velocityperpendicular to the boundary

being non-zero just above the layer. This can significantly affect the spin up/down time

of a rotating fluid.

For convenience let the rotation axis of a system be aligned with thez-coordinate. For a

system where the boundary is perpendicular to the rotation axis and is located atz = 0,

taking the curl of equation (1.23) and making use of equations (A.1) and (1.9) gives

−2Ω
∂U

∂z
= ν∇2Z. (1.24)
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Then taking the curl of this again gives

−2Ω
∂Z

∂z
= −ν∇4U, (1.25)

where we have made use of equations (A.2) and (1.9). The assumption is now made

that thez-derivatives are much larger than the horizontal derivatives since the flow

must change from its interior value to zero at the boundary ina thin region. With this

assumption thez-components of equations (1.24 - 1.25) are

−2Ω
∂Z

∂z
= ν

∂2Uz

∂z2
, and 2Ω

∂Uz

∂z
= ν

∂4Z

∂z4
, (1.26)

whereUz andZ are the vertical components of the velocity and vorticity respectively. We

combine these two coupled equations to give

∂Uz

∂z
= −E2d4∂

5Uz

∂z5
, (1.27)

whered is a typical length scale of the system. The solution of equation (1.27) yields

expressions for the vertical velocity and vertical vorticity, which take the form

Uz = U i
z + exp

(
− z

d
√
E/2

)(
A cos

(
z

d
√
E/2

)
+B sin

(
z

d
√
E/2

))
, (1.28)

Z = Zi + exp

(
− z

d
√
E/2

)(
A+B

d
√
E/2

cos

(
z

d
√
E/2

)
+

B − A

d
√
E/2

sin

(
z

d
√
E/2

))
,

(1.29)

whereA andB are constants. The interior values taken by the vertical velocity and

vertical vorticity are represented byU i
z andZi respectively. The boundary conditions at

z = 0, which areUz = ∂Uz/∂z = Z = 0, then giveA = B = −U i
z and

U i
z = d

(
E

2

)1/2

Zi. (1.30)

This form forU i
z shows that the Ekman suction is proportional to the verticalvorticity

outside the boundary layer. Hence anticyclonic vortices give rise to a suction of fluid into

the boundary layer, whereas cyclonic vortices take fluid away from the boundary.

More generally, Greenspan (1968) shows that the Ekman suction takes the form

UE = ∓d
(
E

2

)1/2

n̂ · ∇ ×
(

1

|n̂ · ẑ|1/2
(n̂ × U + U)

)
, (1.31)

wheren̂ is a vector normal to the boundary. Note that ifn̂ = ẑ we recover the result of

equation (1.30) as expected. The suction is proportional toE1/2 and is therefore small in
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rapidly rotating systems. Despite this, Ekman layers can have quite a significant effect

on the dynamics of a system. Zhang & Jones (1993) investigated the effect of the Ekman

suction on the onset of convection finding that it can be either stabilising or destabilising

depending on the value of the Prandtl number,Pr = ν/κ. The introduction of an Ekman

layer has a profound effect on zonal flows and multiple jets, as we shall see in chapter 5.

1.4 Rayleigh-B́enard convection

In this section we discuss the most fundamental of problems involving thermal

convection. This helps to introduce convection and its basic properties as well as the

concepts of linear stability. The simplest model one can envisage is that of a horizontal

plane layer of fluid that is heated from below. With the top boundary maintained at a

lower temperature to the underside, an adverse temperaturegradient is apparent. Hence,

due to thermal expansion, the fluid near the bottom of the layer will be less dense than

that above and the system is susceptible to thermal instabilities. However, viscous effects

will inhibit the onset of convection and heat can also be transported vertically due to

conduction. Therefore the temperature gradient must exceed some value for convection,

which transports heat through fluid motion, to be efficient.

Thermal convection was recognised as a physical phenomenonby Rumford (1870)

and Thomson (1882), though instabilities in the system described above were first

demonstrated experimentally by Bénard (1900). Theoretical studies were also performed

by Rayleigh (1916) who demonstrated that the non-dimensional Rayleigh number (we

will introduce this later) must exceed a certain value for convection to onset. For these

reasons the onset of thermal instabilities in a plane layer are commonly referred to as

Rayleigh-B́enard convection.

The system described above is non-rotating and as such does not include all effects

present in geophysical and astrophysical bodies. However,the problem does serve as

a useful introduction to convection and linear stability theory. We derive Rayleigh’s

famous result for the critical Rayleigh number briefly here. We do not go into great

depth in the derivation since we shall be considering more complicated stability problems

in later chapters. When formulating the problem mathematically we are able to neglect
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the effects of rotation which occur only in the Coriolis forceterm of equation (1.14). We

use Cartesian coordinates with thez-coordinate acting vertically and the boundaries of the

layer are located in thexy-plane atz = ±d/2. Gravity then acts in the negativez-direction

so thatg = −gẑ and a temperature gradient,β, is maintained across the layer. In linear

stability we consider a state, known as the ‘basic state’, which is asteadysolution to the

governing equations and then perturb this state in order to ascertain whether perturbations

are inclined to grow or not. When the onset of convection is of interest, the basic state

will be at rest and the temperature will only depend on the vertical coordinate so that

U = u0 = 0 andT = T0(z). Hydrostatic balance then takes place between the pressure

and the buoyancy in equation (1.14) to give

∇p0 = −gαρ0T0, (1.32)

wherep0 is the basic state pressure. The basic state temperature is governed by equation

(1.15), which gives

∇2T0 = 0. (1.33)

The solution to equation (1.33) that maintains the correct temperature gradient isT0(z) =

β(d/2 − z).

If small perturbations are now added to basic state so thatU = u andT = T0 + θ we can

consider the governing equations again. In fact, in order tosimplify the mathematics the

vorticity equation, (1.16), (again without the Coriolis term) and the curl of the vorticity

equation are preferred in order to eliminate the pressure gradient term. The curl of the

vorticity can be written using equation (A.2) so that∇ × Z = −∇2U where the fact

that the velocity is solenoidal has been used from equation (1.9). Products of the small

perturbations are neglected so that we linearise the equations in the perturbations. Then

thez-components of equation (1.16) and its curl are

∂ζ

∂t
= ν∇2ζ, (1.34)

∂∇2uz

∂t
= gα∇2θ + ν∇4uz, (1.35)

respectively. Hereζ anduz are thez-components of the vorticity perturbation,ζ= ∇×u,

and velocity perturbation,u, respectively. We also have the heat equation, which, with

the perturbations inserted gives

∂θ

∂t
= βuz + κ∇2θ, (1.36)
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from equation (1.15). Equations (1.34 - 1.36) are the perturbation equations. We now

non-dimensionalise the system using length scale,d, timescale,d2/ν, and temperature

scale,βνd/κ. Hence we let{x, y, z} → {xd, yd, zd}, t → td2/ν andθ → θβνd/κ. The

remaining quantities in the perturbation equations can be non-dimensionalised using these

scales. Non-dimensionalisation is undertaken in order to write the physical parameters

of the system more conveniently as several commonly reoccurring non-dimensional

numbers. As their name suggests these numbers do not depend on the units used to

measure the properties of the system.

The perturbations may grow or may simply decay away so that the system reverts to the

basic state. This usually depends on whether some parameterof the system is greater than

a certain value or not. In order to ascertain whether growingdisturbances are possible the

perturbations are decomposed so that a general disturbanceis written in terms of normal

modes with the followingx, y andt dependence:exp(st + i(kxx + kyy)). The complex

growth rate,s = σ + iω for σ, ω ∈ R determines whether a disturbance is subject to

growth withσ > 0 andσ < 0 indicating growth and decay respectively. The frequency

of the disturbance is then given byω. We have also introducedkx andky, which are

the wavenumbers in thex andy-directions respectively. When checking for instability

we must check forall wavenumbers since if just one disturbance is found to be growing

then the system is unstable. These topics are covered in moredepth in, for example,

Chandrasekhar (1961).

If we substitute the normal mode form for each perturbation into the perturbation

equations and non-dimensionalise as discussed above, equations (1.34 - 1.36) become
(
s+ k2 − d2

dz2

)
ζ = 0, (1.37)

(
s+ k2 − d2

dz2

)(
k2 − d2

dz2

)
uz = Rak2θ, (1.38)

(
sPr + k2 − d2

dz2

)
θ = uz, (1.39)

wherek2 = k2
x + k2

y and we have introduced the Rayleigh number,Ra, and the Prandtl

number,Pr, defined as

Ra =
gαβd4

νκ
, and Pr =

ν

κ
, (1.40)

respectively. The Prandtl number measures the relative strength of the two diffusivity

ratesν and κ, and is approximately 0.1 in the Earth’s core. The Rayleigh number
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is a fundamental dimensionless number in convection problems which shall be used

throughout our work. Introduced by Rayleigh (1916) it indicates whether a system will

be subject to convection. For a given system there exists acritical value of the Rayleigh

number,Rac, where convective instabilities grow/decay ifRa is greater/less than this

value. Therefore whenRa = Rac the growth rate,σ, will vanish and we have marginal

stability. Often the primary interest of linear stability problems considering convection is

in determining the critical Rayleigh number, whenceσ = 0 in the perturbation equations.

This is the case here and throughout much of the work in this thesis. In fact, in the case of

Rayleigh-B́enard convection we can also setω = 0 so thats = 0 since the problem does

not admit oscillating solutions at onset (Chandrasekhar, 1961). However, as we shall see

later, this is not the case in general.

For the problem currently in question, in order to determinethe critical Rayleigh number

we must first decide on which boundary conditions we wish to apply. If we recall section

1.2 we note that we must always applyuz = 0 as the no penetration condition and also

θ = 0 as the constant temperature condition on the boundaries atz = ±1/2. Additionally,

if stress-free boundaries are chosen then the problem can besolved analytically. Whilst

making use of equation (1.9) we find from equation (1.18) thatstress-free boundaries give

the conditions:d2uz/dz
2 = 0 = dζ/dz on z = ±1/2. The perturbations in equations

(1.37 - 1.39) (withs = 0) have the simple solution

uz = A cos(nπz), (1.41)

ζ = A sin(nπz), (1.42)

θ =
1

k2 + n2π2
A cos(nπz), (1.43)

wheren ∈ N andA is a constant measuring the amplitude, provided

Ra =
(n2π2 + k2)3

k2
. (1.44)

This quantity must be minimised overn andk since the critical Rayleigh number is the

smallest value that allows marginal stability for any disturbance; that is for anyk. Clearly

n = 1 minimisesRa overn and the minimising value ofk is then

kc =
π√
2
≈ 2.221, (1.45)

whence

Rac = Ra(kc) =
27π4

4
≈ 657.511. (1.46)
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This is the famous result for the critical Rayleigh number of alayer of fluid heated

from below found by Rayleigh (1916). However, stress-free boundaries have been

implemented, which as discussed in section 1.2 are less physically realistic than no-

slip boundaries. The case of no-slip boundaries, where the solution must be found

numerically is discussed by Chandrasekhar (1961) where it isfound thatRac ≈ 1707.762

with kc ≈ 3.117. Experimental work is also reviewed by Chandrasekhar (1961)where

the critical Rayleigh number is found to be approximately1700, in agreement with the

theoretical value for no-slip boundaries as expected.

One final point of interest in this section is the physical form of the convection patterns. At

onset, whereRa = Rac, the disturbances are characterised by a particular wavenumber,

which is of the order of the layer depth. However, since the wavevectork = (kx, ky) can

be resolved in infinitely many directions the theory cannot uniquely predict the pattern of

the convection. However, it is clear that the convection must take the form of periodically

repeating cells where the normal component of the velocity vanishes on the cell walls.

The magnitude of the vertical velocity is greatest at the centre of the cells and on the

cell walls so that fluid rises and descends in these regions. If one of the wavenumbers is

zero then the convection cells take the form of rolls, infinitely elongated in one horizontal

direction. Several other possibilities based on symmetry arguments are also likely to

arise naturally where the layer is composed of periodicallyrepeating cells in the shape

of regular polygons. We shall not discuss the form of the convection patterns here; see

Chandrasekhar (1961) for a discussion. However, we note thatperiodic cell patterns of

convection close to onset are also reproduced in experimental work; for example B́enard

(1900) and Schmidt & Milverton (1935) among others.

Rayleigh-B́enard convection presents thermal instabilities in the most basic of cases. This

system can be complicated further by including rotation, magnetic fields as well as other

effects to the problem. This thesis will be concerned with rotating systems since they are

relevant to geophysical and astrophysical bodies of interest. In particular, we introduce

zonal flows, which are shear flows parallel to the axis of rotation. The study of the

influence of magnetic fields, albeit of significant interest,is neglected in this thesis in

order to gain an insight into the effects of zonal flows on rotating convection, without

additional complication. However, further work could be undertaken where the effects of

zonal flowsandmagnetic fields in a convectively unstable rotating system are taken into
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consideration.

1.5 Baroclinic instability

Baroclinic instabilities appear as an important feature in atmospheric science since

they cause the large-scale westerly winds and the cyclones and anticyclones of the

midlatitudes, which drive much of the Earth’s weather. Muchwork on the modern

understanding of baroclinic instabilities was instigatedby Charney (1947) and many other

papers dating from this time. In particular, the work by Eady(1949) is often cited as a

fundamental example of the baroclinic instability.

We now briefly discuss the origin of baroclinic instabilities since they occur, along with

thermal instabilities, later in our work. For a more in depthdiscussion of these instabilities

see, for example, Drazin & Reid (1981). The baroclinic instability primarily occurs in

rapidly rotating, stably stratified fluids; that is, where the temperature gradient is not

adverse. The instability arises due to surfaces of constantpressure and constant density

not coinciding. In a motionless state, surfaces of constantpressure will be perpendicular

to the direction of gravity since hydrostatic balance demands that the derivatives ofp0 in

the remaining directions vanish. In the setup described in the previous section, gravity

acts in thez-direction and thus surfaces of constant pressure are in thexy-plane. When

the density is of the form:

ρ = ρ0(a− δz), (1.47)

for some constantsa and δ, the surfaces of constant density will also be in thexy-

plane. Whenδ > 0 this corresponds to a stably stratified fluid where neither thermal nor

baroclinic instabilities are possible. In the case ofδ < 0 the system is unstably stratified,

due to the adverse temperature gradient and thermal, but notbaroclinic, instabilities

are possible. The lighter fluid will tend to rise above the heavier fluid resulting in an

instability.

If we now suppose that the density has form

ρ = ρ0(a− δ(z − λy)), (1.48)

whereλ is a constant, then surfaces of constant density are inclined at an angle of
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arctan(λ) to the horizontal. As beforeδ > 0 represents a stably stratified system where

thermal instabilities are not possible. However, the introduction of the lateral variation in

temperature creates the possibility of a baroclinic instability. A schematic of the origin of

the baroclinic instability is shown in figure 1.4. Surfaces of constant pressure are parallel

to they-axis whereas surfaces of constant density are inclined at an angle ofarctan(λ)

to the horizontal. Two parcels of fluid from different heights which are interchanged will

have different densities to their new surroundings. There are then are two possibilities.

Firstly, if the two fluid parcels interchanged are at the locationsQ1 andQ2 in figure

1.4 thenQ2 is from a higher level thanQ1. Q1 andQ2 are also more and less dense

than their new surroundings respectively since the vector pointing fromQ1Q2 makes an

angle greater thanarctan(λ) with the horizontal. Therefore the parcels of fluid will tend

to revert to their original positions so that the system is stable. Secondly, consider the

situation when parcels of fluid from locationsQ1 andQ3 are interchanged. Once again

the parcel originally atQ1 is from a lower level than the other parcel. However, due to the

slanted nature of the lines of constant density, the vectorQ1Q3 makes an angle with the

horizontal which is less thanarctan(λ). ThereforeQ1 is actually less dense than its new

surroundings and the opposite is true ofQ3. The fluid parcel now atQ3 rises whereas the

parcel atQ1 will fall. Thus, rather than moving back to their original heights the parcels of

fluid will actually separate further resulting in instability. The above discussion gives an

insight of how the baroclinic instability arises from the misalignment of constant density

and constant pressure surfaces.
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Figure 1.4:A diagram showing the origin of the baroclinic instability.
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Chapter 2

Numerics for a linear plane layer model

Thermal convection in rotating systems is of great interestto geophysical and

astrophysical fluid dynamics as we discussed in chapter 1. Our primary interest in this

work is the effect zonal flows have on convection in various geometries. The onset of

convection in rapidly rotating spheres and spherical shells is now well understood (Jones

et al., 2000; Dormyet al., 2004). However, when introducing a new model it is often wise

to begin by discussing the simplest relevant geometry. The simplest geometry which can

be considered is that of a plane layer. Plane layer models allow for many of the aspects

of convection in rotating systems to be observed and there isextensive literature available

where plane layers have been used. For these reasons it is sensible for us also to begin

with a study of how zonal flows interact with thermal convection in layers of fluid.

The classic problem of thermal instabilities in a rotating plane layer heated from below

is reviewed in depth by Chandrasekhar (1961), along with other problems in stability

theory. We have discussed, in chapter 1, several aspects which are relevant to plane layer

convection. In section 1.4 we discussed the Rayleigh-Bénard problem, where thermal

instabilities are considered in a layer that is not rotating. We have also seen, in section 1.3

how the Taylor-Proudman theorem places a restriction on thefluid motion of slow, steady,

inviscid, rotating fluids. This restriction, which forbidsmotion parallel to the rotation

axis, requires the fluid motion to be two-dimensional. However, convection is necessarily

a three-dimensional phenomenon since heat cannot be transported from the bottom to the

top of the layer without vertical motions. Thus, inviscid rotating fluids must be thermally

stablefor all temperature gradients, which is in contrast to the non-rotating case seen in
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section 1.4. Hence for thermal instabilities to arise, viscosity must be included in order to

violate the Taylor-Proudman theorem.

The inclusion of rotation to the Rayleigh-Bénard problem also hinders the onset of

convection by raising the critical Rayleigh number (Chandrasekhar, 1961). When we

derive our perturbation equations later we will do so with a zonal flow occurring in the

basic state. However, we will see that in the limit of no zonalflow the problem reverts to

rotating plane layer convection and hence we shall see mathematically how the rotation

increases the critical Rayleigh number from that of Rayleigh-Bénard convection. Another

significant difference between the rotating and non-rotating cases is that for rotating

convection oscillatory solutions are possible at onset, which is not true in the absence

of rotation. This again is reviewed by Chandrasekhar (1961).In our model we shall only

discuss situations where the rotation axis is aligned with the direction of gravity. The

convective instability in the case where the rotation vector is oblique to gravity has also

been discussed (Hathawayet al., 1979, 1980).

As mentioned above, we wish to study the onset of convection in a rotating system in

the presence of an imposed zonal flow; that is an axisymmetric, azimuthal flow. In

our work in plane layer geometry we study the case where the zonal flow is a thermal

wind, driven by latitudinal temperature gradients. Zonal flows and thermal winds were

introduced in section 1.1. We only study the linear problem is this chapter, saving

non-linear calculations for a second geometry in chapter 5.In section 2.1 we discuss

the physical setup of the plane layer and describe how it can be modeled in Cartesian

coordinates mathematically. We also discuss the basic state that is required to produce

the zonal flow via a thermal wind and we reduce the governing equations by assuming

the x and y dependence of the scalar fields in equations (1.9), (1.14) and (1.15). In

section 2.2 we consider the boundary conditions imposed on the functions at the top and

bottom of the layer. The numerical method used to solve the resulting 1D problem is

discussed in section 2.4. Sections 2.5, 2.6 and 2.7 contain the numeric results of the linear

theory for the plane layer. We split the results across threesections since various regimes

appear. Finally, in section 2.8, we derive and discuss the implications of a thermodynamic

equation, which helps to explain the interactions of the aforementioned regimes. Much of

the work presented in this chapter also appears in sections 2and 3 of Teedet al. (2010).

As well as solving the problem numerically in this chapter, we also solve it analytically
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for certain asymptotic limits in chapter 3.

2.1 Mathematical setup

We begin by setting up the geometry of the problem mathematically. We consider a plane

layer of depthd rotating about the vertical axis with angular velocityΩ. We choose a

Cartesian coordinate system with the origin situated at the centre of the layer so that the

boundaries are located atz = ±d/2. The layer is unbounded in thex andy directions.

In this geometryx andy are playing the role of the azimuthal and latitudinal coordinates

respectively. The static temperature gradient in the absence of the zonal flow is such that

T = βd at z = −d/2 andT = 0 at z = d/2. Thus, the sign ofβ controls the direction

of the temperature gradient. Gravity,g, acts downwards in the negativez-direction and

thus is parallel to the temperature gradient. In classical convection problemsβ > 0 so that

cold fluid sits above hot fluid and hence the conditions for convection are favourable since

hot fluid is less dense than cold fluid. This type of setup is appropriate for polar regions

of the Earth’s core where gravity is near parallel to the rotation axis, the boundaries are

approximately flat and the zonal flows are expected to depend on z.

We must first solve the governing equations for the steady basic state. From this basic

state, perturbations can be added to analyse the stability of the system. In many models

analysing convective instabilities the basic state has zero velocity field since there is

interest in whether a small perturbation to a motionless state can grow. In this case all

terms in the momentum equation involving the velocity vanish and we have hydrostatic

balance; that is, balance between the pressure gradient andthe buoyancy. When this is the

case taking the curl of (1.14) results in aT that can only vary in the direction parallel to

gravity, so that̂z ×∇T = 0 since all other terms vanish. The only source of energy then

originates from the buoyancy. However if the basic state temperature varies in thex or y

direction we must have a balance between the pressure gradient, buoyancy and Coriolis

force in the momentum equation. By taking the curl of (1.14) inthis case we obtain the

thermal wind equation

2Ω
∂U

∂z
= gαẑ ×∇T. (2.1)
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Here we have used the identity of equation (A.1) to give

∇× (ẑ × U) = ẑ(∇ · U) + (U · ∇)ẑ − U(∇ · ẑ) − (ẑ · ∇)U = −∂U
∂z

, (2.2)

and noted that all but the final term vanish sinceẑ is constant andU is solenoidal as

seen by equation (1.9). Equation (2.1) generates an azimuthal zonal flow, the thermal

wind, whenT hasy-dependence. Hencehorizontaltemperature gradients provide another

possible energy source in addition to that arising from buoyancy. For this reason we

consider both stably and unstably stratified cases since it may be possible for instability

to arise in the stably stratified case (via a baroclinic instability) by exploiting the additional

source of energy.

We desire a thermally inducedz-dependent azimuthal zonal flow in our basic state so we

setU to u0 = u0(z)x̂. We denote the basic state temperature and pressure byT0 andp0

respectively. We first consider thex-component of the thermal wind equation, (2.1), with

these definitions to give

2Ω
du0

dz
= −gα∂T0

∂y
, (2.3)

which results in

T0 = −2Ωy

gα

du0

dz
+H1(x, z), (2.4)

for some functionH1. Now we consider the three components of equation (1.14), which

give

∂p0

∂x
= νρ0

d2u0

dz2
, (2.5)

∂p0

∂y
= −2Ωρ0u0, (2.6)

∂p0

∂z
= gαρ0T0. (2.7)

Equation (2.5) can be integrated to give,

p0 = νρ0x
d2u0

dz2
+H2(y, z), (2.8)

for some functionH2. We insert this into equation (2.6) to determine they-dependence

of H2 and hence also ofp0:

H2(y, z) = −2Ωρ0u0y +H3(z) (2.9)

⇒ p0 = νρ0x
d2u0

dz2
− 2Ωρ0u0y +H3(z), (2.10)
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for some functionH3. Now we can insert this form ofp0 into equation (2.7) to find

νρ0x
d3u0

dz3
− 2Ωρ0y

du0

dz
+

dH3

dz
= gαρ0

(
−2Ωy

gα

du0

dz
+H1(x, z)

)
(2.11)

⇒ H1(x, z) =
νx

gα

d3u0

dz3
+

1

gαρ0

dH3

dz
. (2.12)

This form ofH1 can be inserted into the expression forT0 given by equation (2.4) where

we see that we have determined all but thez-dependence ofT0:

T0 = −2Ωy

gα

du0

dz
+
νx

gα

d3u0

dz3
+

1

gαρ0

dH3

dz
. (2.13)

We choose thez-dependence ofT0 such that the static temperature gradient in the absence

of zonal flow (that isu0 = 0) is equivalent to Chandrasekhar (1961) for Rayleigh-Bénard

convection; see section 1.4. Thus we setdH3/dz = gαρ0(d/2 − z)β. We also have to

choose a form foru0(z), which must satisfy the temperature equation. By inserting the

form of T0 into equation (1.15) we clearly see that we require the thirdderivative ofu0(z)

to vanish. We chooseu0 = U ′

0z whereU ′

0 is a parameter that measures the magnitude

of the zonal flow. We choose this form foru0, rather than the more general quadratic

form, since it is the simplest case that can be considered where the zonal flow hasz-

dependence. Moreover by choosing a linear form foru0 the pressure, given by equation

(2.10), only depends on one horizontal coordinate. However, it should be noted that this

form for the zonal flow does not satisfy stress-free nor no-slip boundary conditions though

more crucially the no penetration condition does hold. By inserting these chosen forms

for H3 andu0 into equations (2.10) and (2.13) we can determine the basic state velocity,

temperature and pressure:

u0 = U ′

0zx̂, (2.14)

T0 = β

(
d

2
− z

)
− 2ΩU ′

0

gα
y, (2.15)

p0 =
gαβρ0z

2
(d− z) − 2Ωρ0U

′

0yz + pconstant, (2.16)

which is a solution to the system of equations (1.9), (1.14) and (1.15) and (2.1). Here

pconstantis a constant of integration and represents the background pressure. Of particular

note here is the fact that the temperature distribution depends on a coordinate other than

the coordinate parallel to direction of gravity. Thereforethe basic state is baroclinic since

surfaces of constant pressure and constant density are not parallel, that is∇p0 is not
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parallel to∇ρ = −αρ0∇T0 where we have used equation (1.13). We can see this by

evaluating these two expressions to give

∇p0 = − (2Ωρ0U
′

0z) ŷ +

(
gαβρ0

2
(d− 2z) − 2Ωρ0U

′

0y

)
ẑ, (2.17)

−αρ0∇T0 =

(
2Ωρ0U

′

0

g

)
ŷ + (αβρ0) ẑ, (2.18)

whereby it is clear that, in general,∇p0 ∦ ∇ρ. We also note that if the zonal flow is

removed by settingU ′

0 = 0, the temperature only depends on the coordinate parallel to

gravity and the gradients of the pressure and density are also both in that direction. Hence

the surfaces of constant pressure and constant density are once again parallel and the

system is not baroclinic in the absence of the thermal wind.

In order to analyse linear stability we now add small perturbations to the basic state so

thatU = u0 + u, P = p0 + p andT = T0 + θ. We insert the new forms ofU, P andT

into equations (1.14) and (1.15) and since the perturbations are small we ignore terms that

consist of a product of these perturbations (that is we linearise). So using the definition of

the basic state from equations (2.14 - 2.16) we find that equations (1.14) and (1.15) give

∂u

∂t
+ U ′

0z
∂u

∂x
+ U ′

0uzx̂ + 2Ωẑ × u = − 1

ρ0

∇p+ gαθẑ + ν∇2u, (2.19)

∂θ

∂t
+ U ′

0z
∂θ

∂x
− βuz −

2ΩU ′

0

gα
uy = κ∇2θ, (2.20)

where terms involving only basic state fields cancel due to the construction ofu0, p0 and

T0.

We proceed by eliminating the pressure to leave four equations for four unknowns. We

denote the vorticity, the curl of the velocity, byζ and consider the curl of equation (2.19).

We make use of equation (A.5) so that the pressure term vanishes to give

∂ζ

∂t
+ U ′

0z
∂ζ

∂x
+ U ′

0ẑ × ∂u

∂x
+ U ′

0∇× uzx̂ − 2Ω
∂u

∂z
= gα∇× θẑ + ν∇2ζ, (2.21)

where we have also used the result of equation (2.2). We also require the double-curl of

equation (2.19), or equivalently the curl of equation (2.21). We note from equation (A.2)

that∇× ζ ≡ ∇× (∇× u) = −∇2u sinceu is solenoidal and then the curl of equation

(2.21) is

∂∇2u

∂t
+ U ′

0z
∂∇2u

∂x
− U ′

0ẑ × ∂ζ

∂x
+ U ′

0

∂2u

∂z∂x
− U ′

0

(
∂∇uz

∂x
−∇2uzx̂

)
+ 2Ω

∂ζ

∂z

= −gα
(
∂∇θ
∂z

−∇2θẑ

)
+ ν∇4u. (2.22)
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We consider thez-components of equations (2.21 - 2.22) as this will help to reduce the

system to three equations for three unknowns, namelyθ and thez-components of the

velocity and vorticity:uz andζ respectively. The remaining components of the velocity

field (ux anduy) can then be found from the definition of the vorticity and equation (1.9)

onceuz and ζ are known, as shown by equations (B.5 - B.6). Thez-components of

equations (2.21 - 2.22) are

∂ζ

∂t
+ U ′

0z
∂ζ

∂x
− U ′

0

∂uz

∂y
− 2Ω

∂uz

∂z
= ν∇2ζ, (2.23)

∂∇2uz

∂t
+ U ′

0z
∂∇2uz

∂x
+ 2Ω

∂ζ

∂z
= gα∇2

Hθ + ν∇4uz, (2.24)

respectively. Here∇2
H = ∂2/∂x2 + ∂2/∂y2 is the horizontal Laplacian. We can take the

horizontal Laplacian of equation (2.20), which by utilising the identity given by equation

(B.6) can be written

∇2
H

(
∂θ

∂t
+ U ′

0z
∂θ

∂x
− βuz − κ∇2θ

)
=

2ΩU ′

0

gα

(
∂ζ

∂x
− ∂2uz

∂y∂z

)
. (2.25)

We now have three equations (2.23 - 2.25) for three unknowns,namely: uz, ζ and θ.

Next we non-dimensionalise these equations using the depthof the layer,d, as the length

scale, the viscous diffusion time,d2/ν, as the time scale and temperature scaleβνd/κ.

Hence we substitute the formulae:{x, y, z} → {x̃d, ỹd, z̃d}, t → t̃d2/ν, uz → ũzν/d,

ζ → ζ̃ν/d2, θ → θ̃βνd/κ, ∇2 → ∇̃2/d2 into equations (2.23 - 2.25), which become

ν2

d4

∂ζ̃

∂t̃
+
νU ′

0

d2
z̃
∂ζ̃

∂x̃
− νU ′

0

d2

∂ũz

∂ỹ
− 2Ων

d2

∂ũz

∂z̃
=
ν2

d4
∇̃2ζ̃ , (2.26)

ν2

d5

∂∇̃2ũz

∂t̃
+
νU ′

0

d3
z̃
∂∇̃2ũz

∂x̃
+

2Ων

d3

∂ζ̃

∂z̃
=
gαβν

κd
∇̃2

H θ̃ +
ν2

d5
∇̃4ũz, (2.27)

(
ν

d2

∂

∂t̃
+ U ′

0z̃
∂

∂x̃
− κ

d2
∇̃2

)
βν

κd
∇̃2

H θ̃ =
βν

d3
∇̃2

H ũz +
2ΩU ′

0ν

gαd3

(
∂ζ̃

∂x̃
− ∂2ũz

∂ỹ∂z̃

)
. (2.28)

These equations can be considerably tidied up by introducing dimensionless parameters,

whence they become

(
∂

∂t̃
+Rez̃

∂

∂x̃
− ∇̃2

)
ζ̃ −Re

∂ũz

∂ỹ
− E−1∂ũz

∂z̃
= 0, (2.29)

(
∂

∂t̃
+Rez̃

∂

∂x̃
− ∇̃2

)
∇̃2ũz + E−1∂ζ̃

∂z̃
= Ra∇̃2

H θ̃, (2.30)

Pr

(
∂

∂t̃
+Rez̃

∂

∂x̃
− Pr−1∇̃2

)
∇̃2

H θ̃ = ∇̃2
H ũz +

PrRe

ERa

(
∂ζ̃

∂x̃
− ∂2ũz

∂ỹ∂z̃

)
, (2.31)
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where the Ekman number,E, Prandtl number,Pr, Rayleigh number,Ra, and Reynolds

number,Re, are defined as

E =
ν

2Ωd2
, P r =

ν

κ
, Ra =

gαβd4

νκ
, Re =

U ′

0d
2

ν
. (2.32)

Equations (2.29 - 2.31) are the finite Ekman number equationsfor rapidly rotating plane

layer convection with zonal flow. Our system is defined so thatwhenβ > 0 we have cold

fluid sitting on top of hot fluid and thus the layer is buoyantlyunstable. Therefore, as

is usually the case when considering thermal convection, werequire a positive Rayleigh

number above some critical value,Rac, for convective motions to begin (Chandrasekhar,

1961). In the case whereβ < 0 the system is buoyantly stable, since hot fluid sits on

top of cold fluid, and with a basic state temperature distribution only dependent onz, no

instabilities are possible. However, whenβ < 0, and thusRa < 0, the fluid is stably

stratified in which case baroclinic instabilities may be possible since the basic state is

baroclinic as mentioned earlier. Therefore it is not immediately clear if instabilities, and

hence motions, are forbidden whenRa < 0 in our setup.

Next we explicitly choose thet, x andy-dependence of the solutions to be Fourier modes

in order to reduce the system to a 1D problem inz. Hence we consider the following

forms for our functions:

ũz(t, x, y, z) = ℜ
[
ûz(z) exp(st+ i(kxx+ kyy))

]
, (2.33)

ζ̃(t, x, y, z) = ℜ
[
ζ̂(z) exp(st+ i(kxx+ kyy))

]
, (2.34)

θ̃(t, x, y, z) = ℜ
[
θ̂(z) exp(st+ i(kxx+ kyy))

]
, (2.35)

where we have also dropped the remaining tildes. Equivalently we may write the

expressions as

ũz(t, x, y, z) = exp(st)
(
ûr(z) cos(kxx+ kyy) − ûi(z) sin(kxx+ kyy)

)
, (2.36)

ζ̃(t, x, y, z) = exp(st)
(
ζ̂r(z) cos(kxx+ kyy) − ζ̂i(z) sin(kxx+ kyy)

)
, (2.37)

θ̃(t, x, y, z) = exp(st)
(
θ̂r(z) cos(kxx+ kyy) − θ̂i(z) sin(kxx+ kyy)

)
, (2.38)
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by evaluating the real part or as

ũz(t, x, y, z) =
1

2

(
ûz(z) exp(st+ i(kxx+ kyy)) + û∗z(z) exp(st− i(kxx+ kyy))

)
,

(2.39)

ζ̃(t, x, y, z) =
1

2

(
ζ̂z(z) exp(st+ i(kxx+ kyy)) + ζ̂∗z (z) exp(st− i(kxx+ kyy))

)
,

(2.40)

θ̃(t, x, y, z) =
1

2

(
θ̂z(z) exp(st+ i(kxx+ kyy)) + θ̂∗z(z) exp(st− i(kxx+ kyy))

)
.

(2.41)

Here the subscripts indicate the real and imaginary parts ofthe functions (so that, for

example,ûz = ûr + iûi) and ‘*’ denotes the complex conjugate. The sets of equations

(2.33 - 2.35), (2.36 - 2.38) and (2.39 - 2.41) are all equivalent definitions for the scalar

fields. We primarily use equations (2.33 - 2.35) in our derivations where it is implicitly

assumed that we are taking the real part. However, the other forms will also be useful later.

In equations (2.33 - 2.35) we have also introduceds, which is the complex growth rate,

andkx andky, which are the wavenumbers of the disturbances in thex andy-directions

respectively. We also assume thatux anduy take similar forms since they are related toζ

anduz via equations (B.5 - B.6). The complex growth rate takes the form: s = σ+iω. The

sign ofσ determines whether a disturbance grows or decays and ifω 6= 0 the disturbance

onsets as a traveling wave. If we substitute the form of the functions given by equations

(2.33 - 2.35) into equations (2.29 - 2.31) the resulting equations are

(
s+ ikxRez + k2 − d2

dz2

)
ζ̂ − ikyReûz − E−1 dûz

dz
= 0, (2.42)

(
s+ ikxRez + k2 − d2

dz2

)(
d2

dz2
− k2

)
ûz + E−1 dζ̂

dz
= −k2Raθ̂, (2.43)

(
sPr + ikxPrRez + k2 − d2

dz2

)
θ̂ = ûz −

iPrRe

ERak2

(
kxζ̂ − ky

dûz

dz

)
, (2.44)

wherek2 = k2
x + k2

y.

2.2 Boundary conditions

In order to solve the eighth-order system of equations, (2.42 - 2.44), we require a total

of eight boundary conditions at the two boundariesz = ±1/2. We discussed the various
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boundary conditions that we shall impose in section 1.2.2. In addition to demanding

that there be no penetration and a constant surface temperature at the boundaries, we

consider two cases separately, namely stress-free and no-slip boundary conditions on both

the upper and lower boundaries. The first four boundary conditions onz = ±1/2 are

ûz = 0 (no penetration), (2.45)

θ̂ = 0 (constant surface temperature). (2.46)

From the continuity equation, (1.9), we have

∇ · U ≡ ∇ · u =
∂ux

∂x
+
∂uy

∂y
+
∂uz

∂z
= 0 (2.47)

⇒ ∂uz

∂z
= −

(
∂ux

∂x
+
∂uy

∂y

)
(2.48)

⇒ dûz

dz
= −i(kxûx + kyûy), (2.49)

and from the definition ofζ:

ζ =
∂uy

∂x
− ∂ux

∂y
(2.50)

⇒ ζ̂ = i(kxûy − kyûx). (2.51)

The stress-free case, by definition from equation (1.18), demands that on the boundaries

∂ux

∂z
+
∂uz

∂x
= 0 =

∂uy

∂z
+
∂uz

∂y
. (2.52)

However, the no penetration condition given by equation (2.45) informs us thatuz is

constant on the boundary so that the stress-free condition reduces to

∂ux

∂z
= 0 =

∂uy

∂z
⇒ dûx

dz
= 0 =

dûy

dz
. (2.53)

If we take thez-derivative of equations (2.49) and (2.51) we find that

d2ûz

dz2
= −i

(
kx

dûx

dz
+ ky

dûy

dz

)
= 0, (2.54)

and
dζ̂

dz
= i

(
kx

dûy

dz
− ky

dûx

dz

)
= 0, (2.55)

using equation (2.53). Also for the no-slip case we have, by definition from equation

(1.19), that on the boundaries

ux = 0 = uy ⇒ ûx = 0 = ûy, (2.56)
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whereby equations (2.49) and (2.51) indicate that

dûz

dz
= 0, (2.57)

and ζ̂ = 0. (2.58)

Thus, from equations (2.45), (2.46), (2.54), (2.55), (2.57) and (2.58) our eight boundary

conditions onz = ±1/2 are

ûz = 0 = θ̂, (2.59)

along witheither
d2ûz

dz2
= 0 =

dζ̂

dz
, (2.60)

for the stress-free case,or
dûz

dz
= 0 = ζ̂ , (2.61)

for the no-slip case.

2.3 The solution in the absence of zonal flow

We are now in a position where we can solve the perturbation equations (2.42 - 2.44)

numerically for various parameter regimes. We do this in thenext section. However,

we first consider the limit ofRe = 0, where the problem reverts to rotating plane

layer convection; essentially the rotating equivalent of Rayleigh-Bénard convection from

section 1.4. This problem is studied thoroughly by Chandrasekhar (1961) and we only

present the results here in order to observe the effect of rotation on convection.

Unlike in the non-rotating case, oscillatory solutions, sothatω 6= 0, are now possible for

certain wavenumbers. However, in order to compare with section 1.4 we first continue to

consider the marginalsteadysolutions whereω = 0 so thats = 0. We also setRe = 0 so

that the zonal flow vanishes. Equations (2.42 - 2.44) then reduce to
(
k2 − d2

dz2

)
ζ̂ − E−1 dûz

dz
= 0, (2.62)

(
k2 − d2

dz2

)2

ûz − E−1 dζ̂

dz
= k2Raθ̂, (2.63)

(
k2 − d2

dz2

)
θ̂ = ûz, (2.64)
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and an analytic solution is possible when using stress-freeboundaries as was the case for

Rayleigh-B́enard convection. We consider the stress-free case here since it demonstrates

the effects of rotation most clearly. The solution is

ûz = A cos(nπz), (2.65)

ζ̂ = − nπ

E(k2 + n2 + π2)
A sin(nπz), (2.66)

θ̂ =
1

k2 + n2π2
A cos(nπz), (2.67)

wheren ∈ N and the constant,A, is the amplitude. This solution satisfies the boundary

conditions given by equations (2.59 - 2.60) and also equations (2.62 - 2.64) provided

Ra =
(n2π2 + k2)3

k2
+
n2π2

E2k2
. (2.68)

This expression for the Rayleigh number reduces to that of equation (1.44) for Rayleigh-

Bénard convection in the limit of no rotation; that isE → ∞. Since the additional term

appearing in the expression forRa in equation (2.68) is always greater than zero, it is

clear that rotation raises the Rayleigh number that must be exceeded for disturbances

with wavenumberk to occur. If expression (2.68) is minimised over allk (andn) to find

the critical Rayleigh number we find thatk must satisfy

(2k2 + π2)(k2 + π2)2 =
π2

E2
. (2.69)

For a given Ekman number, the critical wavenumber,kc, can be found from this equation

and then the critical Rayleigh number can be found by substitutingkc into equation (2.68).

In the limit of rapid rotation whereE → 0, scalings forkc andRac can be found:

kc =
π2/3

21/6
E−1/3 and Rac =

3π4/3

22/3
E−4/3. (2.70)

The case where the convection onsets as oscillations, knownas overstability, is also

discussed by Chandrasekhar (1961). This is done by insertings = iω, rather thans = 0,

into equations (2.42 - 2.44) and considering the real and imaginary parts of the equation

containing the Rayleigh number. An expression forω is found and in order for it to be

real two conditions must be satisfied. The conditions are that Pr < 1 and

E−2 >
(1 + Pr)(π2 + k2)

π2(1 − Pr)
, (2.71)
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in order for a disturbance with wavenumber,k, to occur as an overstable solution. There

is an expression for the Rayleigh number associated with the overstable solutions, which

as before can be minimised over allk for which overstability is possible. We then acquire

the critical Rayleigh number for the onset ofoverstablesolutions,Rao
c, for given values

of the Prandtl and Ekman numbers. The value ofRao
c may or may not be less than that

of the critical Rayleigh number,Rac, for the steady solutions with the equivalentPr and

E. If Rao
c > Rac then steady solutions appear at onset. However, ifRao

c < Rac then the

instability will manifest itself as oscillatory modes at onset. Chandrasekhar (1961) shows

that a necessary condition for the latter to be the case isPr < 0.67659.

The above discussion has indicated that overstable solutions of the perturbation equations

are possible and that, depending on the values of the Prandtland Ekman numbers, the

solution at onset can either be steady or oscillatory. However, the critical Rayleigh number

in the rotating case is always greater than that of the non-rotating case, regardless of the

nature of the onset solutions. We should also note that if theoverstable form for the

complex growth rate (s = iω) is used in the equations for Rayleigh-Bénard convection in

section 1.4, no real solutions forω are possible. This indicates that oscillating solutions

at onset are not permissible in the non-rotating case as we mentioned earlier.

2.4 Numerical method

In this section we wish to solve the differential eigenvalueproblem given by equations

(2.42 - 2.44) subject to the boundary conditions (2.59) and (2.60) or (2.61). To make it

clear that this is an eigenvalue problem we rewrite equations (2.42 - 2.44) as

sζ̂ =

(
d2

dz2
− ikxRez − k2

)
ζ̂ +

(
ikyRe+ E−1 d

dz

)
ûz, (2.72)

s

(
d2

dz2
− k2

)
ûz =

(
d2

dz2
− ikxRez − k2

)(
d2

dz2
− k2

)
ûz − E−1 dζ̂

dz
− k2Raθ̂,

(2.73)

sPrθ̂ =

(
d2

dz2
− ikxPrRez − k2

)
θ̂ +

(
1 +

iPrReky

ERak2

d

dz

)
ûz −

iPrRekx

ERak2
ζ̂ . (2.74)

In this system of equations the eigenvalue is the complex growth rate of the mode,s, and

the corresponding set of eigenfunctions is the setΨ = {ûz, ζ̂, θ̂}.
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We use the method of collocation to solve the eigenvalue problem. Collocation involves

choosing a finite-dimensional space of candidate solutionsand a number of ‘collocation’

points. The solution is then chosen to be the one that satisfies the equations at these

points. For a thorough discussion of collocation, see Boyd (2001) or Canutoet al.

(2006). Specifically, we use Chebyshev collocation and hencewe begin by expanding

the elements ofΨ in terms of Chebyshev polynomials:

ûz(z) =
N+4∑

n=1

unTn−1(X), (2.75)

ζ̂(z) =
N+2∑

n=1

ζnTn−1(X), (2.76)

θ̂(z) =
N+2∑

n=1

θnTn−1(X), (2.77)

wherez andX are related byX = 2z. That is, the intervalz ∈ [−1/2, 1/2] is mapped to

X ∈ [−1, 1], which is the usual interval used for Chebyshev polynomials.The coefficients

un, ζn andθn are constants which are, in general, complex. HereN is the truncation

parameter. The resolution of the numerical solution improves asN increases, that is as

more polynomials are used. For anyξ ∈ Ψ, the sum over the Chebyshev polynomials

runs from 1 toN +N ′ whereN ′ is the number of boundary conditions onξ.

We now substitute the Chebyshev expansions into equations (2.72 - 2.74) and evaluate at

a set of points,zp, wherep = 1, ..., N . By doing this we have converted the differential

eigenvalue problem into a matrix eigenvalue problem of the form sAjkwk = Bjkwk,

wherew = [u1, ..., uN+4, ζ1, ..., ζN+2, θ1, ..., θN+2]
T. We note that the matricesA andB

contain the terms from the left-hand-side and right-hand-side of equations (2.72 - 2.74)

respectively. The rows and columns ofA andB correspond to the collocation points,

Xp, and Chebyshev polynomials,Tn−1 respectively. Hence, for1 ≤ j ≤ N , thejth row

contains the coefficients of thewns of the first equation evaluated at thejth collocation

point,Xj. ForN + 1 ≤ j ≤ N + 4 the rows contain the information of the boundary

conditions on̂uz. The remaining rows follow a similar pattern involving the coefficients

for the second and third equations and the boundary conditions onζ̂ andθ̂. Similarly, for

each row the firstN+4 columns contain the coefficients of theuns, the nextN+2 columns

contain the coefficients of theζns and the finalN + 2 columns contain the coefficients of

theθns. The collocation points,Xp, rather than being equally spaced, are chosen to be the
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N zeroes of the Chebyshev polynomialTN(X).

With this method in place the code is written in Fortran and weuse a NAG routine,

namely F02GBF, to calculate the eigenvalues and eigenvectors of this matrix eigenvalue

problem given values for our input parameters. The system has the following six input

parameters:kx, ky, Pr, E, Re andRa, which can be varied to obtain the outputs:s and

w, the eigenvector. We can reconstruct the elements ofΨ from w using equations (2.75 -

2.77) to obtain the eigenfunctions, which are complex. We normalise the eigenfunctions

using the value of the real part of the vertical vorticity eigenfunction atz = 0 so that

ζ̂(z) → ζ̂(z)/ζ̂r(0), ûz(z) → ûz(z)/ζ̂r(0) and θ̂(z) → θ̂(z)/ζ̂r(0). If the real part of

the vertical velocity eigenfunction atz = 0 happens to be zero we interchange the real

and imaginary parts of all the eigenfunctions by multiplying through by−i and then

normalise. The three-dimensional scalar fieldsζ, uz andθ are then constructed from the

normalised eigenfunctions using equations (2.36 - 2.38).

If we let Γ = {kx, ky, P r, E,Re} we can test the stability of a given setΓ by gradually

increasingRa and solving the matrix eigenvalue problem until a marginal mode, where

ℜ[s] ≡ σ = 0, appears. We then record this value of the Rayleigh number, which is

the value at the onset of convection,Ra∗, say. We mostly run the code at a resolution of

N = 100, although we use some larger resolutions,100 < N < 150, to fully resolve the

solutions for small values of the Ekman number and large values of the other parameters.

Figure 2.1 shows how the onset of convection changes as the azimuthal wavenumber and

the zonal wind are varied for a particular choice of the Ekmannumber, Prandtl number

and the latitudinal wavenumber, for both choices of boundary conditions. It should be

noted that the data in figure 2.1 is represented on a log-log plot due to the varying

magnitudes involved, and a log scale is necessary for the values ofRa∗ also. Since we

have positive and negative Rayleigh numbers, we plot only contours with|Ra∗| > 1, but

this excludes only a tiny region in figures 2.1(a) and 2.1(b).Also of note is the fact that

the quantity which has been plotted,Ra∗, is not the same as the critical Rayleigh number,

Rac, since the latter is minimised over the wavenumbers,kx andky. We plotRa∗ here

rather than the critical Rayleigh number due to reasons discussed in section 2.6. Plots for

Rac are displayed later. The solid green line, on both plots, divides regions of steady and

oscillating modes. The oscillating modes are found to the right of this line in both cases.
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The initial striking feature of both sets of results is the appearance of marginal modes with

negative Rayleigh number. We see that these modes only appearunder certain parameter

regimes, namely for sufficiently largeRe and sufficiently smallkx. Hence we are able

to divide the parameter space into two regimes driven by different types of instability:

the convective regime and the baroclinic regime, which are discussed individually in the

next two sections. In the convective/baroclinic regime it is the buoyancy/shear, which is

driving the instability. The form of the fields inxz-space for various parameter sets are

shown in figures 2.2 and 2.3. The parameter values for all plots are displayed in table 2.1.

Where possible, that is for the plots of figure 2.2 whereE = 10−4, the plots are marked

in parameter space in figure 2.1. Further plots withE 6= 10−4 are displayed in figure 2.3.

Point E Re Ra kx

×1 10−4 5 Rac ≡ 1.8889 × 106 kxc
≡ 27.9610

×2 10−4 Re∗ ≡ 10.9599 −106 0.1

×3 10−4 4000 Ra∗ ≡ −1.357111 × 1011 0.1

×4 10−4 5 Rac ≡ 1.5193 × 106 kxc
≡ 24.5630

×5 10−4 Rec ≡ 43.4458 −106 3.8551

×6 10−4 4000 Ra∗ ≡ 3.1259 × 107 30

×7 10−3 5 Rac ≡ 9.0528 × 104 kxc
≡ 12.7334

×8 10−3 Re∗ ≡ 10.9720 −106 0.1

×9 10−3 4000 Ra∗ ≡ −1.3445 × 109 0.1

×10 10−5 5 Rac ≡ 4.0432 × 107 kxc
≡ 60.4938

×11 10−5 Re∗ ≡ 10.95955831 −106 0.1

×12 10−5 4000 Rac ≡ −1.3573 × 1013 0.1

Table 2.1:Parameter values used for the plots of figures 2.2 and 2.3.

2.5 Convective regime

For low values of the zonal wind we expect to find the usual convective columnar roll

solutions that we mentioned in section 2.3 and as described by Chandrasekhar (1961).

These modes are steady, so thatω = 0, and we refer to them as the ‘convective modes’.



Chapter 2. Numerics for a linear plane layer model 41

(a) Stress-free boundaries.

(b) No-slip boundaries.

Figure 2.1:Contour plots of the numerical results for the Rayleigh number at onset forRe againstkx

with E = 10−4, Pr = 1, ky = kyc
= 0. The colour scales denote the value of the Rayleigh number

at onset,Ra∗. The green curves divide the regions of steady modes and oscillatory modes; onset being

oscillatory to the right of these curves.×1 to ×6 represent points in parameter space for which the fields

have been plotted.
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(a) ×1 (b) ×2 (c) ×3

(d) ×4 (e) ×5 (f) ×6

Figure 2.2:Plots of the fields corresponding to points marked on figure 2.1 whereE = 10−4, Pr = 1

andky = kyc
≡ 0. See table 2.1 for the parameter values of each plot.
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(a) ×7 (b) ×8 (c) ×9

(d) ×10 (e) ×11 (f) ×12

Figure 2.3:Plots of the fields for cases whereE 6= 10−4 with stress-free boundaries. See table 2.1 for

the parameter values of each plot,×i.
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Convective modes with thez-vorticity antisymmetric about the equator are expected as

the most unstable modes in plane layer convection; the converse is true in the case of the

full sphere as originally noted by Busse (1970). Indeed for the point marked×1 we find

the mode to be of this form, as shown by figure 2.2(a). The structure has tall thin cells

with hot fluid rising and cold fluid sinking as expected. This is the case for both types

of boundary conditions as is evident from the similarity of figure 2.2(d), point×4, for

the no-slip case. The form of the solution does not alter withdifferent Ekman numbers

as evidenced by figures 2.3(a) and 2.3(d), which are forE = 10−3 andE = 10−5,

respectively. We also note that forRe = 0 if we minimise the Rayleigh number at onset

overk, to find the critical Rayleigh number, the preferred values areRac ∼ 1.8970× 106

with kc ∼ 28.0243 for the stress-free case andRac ∼ 1.5251 × 106 with kc ∼ 24.6366

for the no-slip case, for the values ofE andPr used in figure 2.1. This is in agreement

with the previous literature; compare with table VII and VIII of Chandrasekhar (1961).

The critical values of the wavenumbers do however depend onRe. In the case ofRe = 0

the system has complete symmetry in thex andy directions, so all wavenumberskx and

ky satisfyingk2
x + k2

y = k2
c onset atRac. However, as the zonal wind strength is increased

from zero we find that there is immediately a preference for two-dimensional modes with

kyc
= 0. This is the case for all modes withRe 6= 0. Hence the convection cells are,

in fact, rolls elongated in they-direction. Unfortunately, equations (2.42 - 2.44) are too

complex to be able to perform Squire’s transformation (Squire, 1933), though this can be

done for non-rotating shear flows (Drazin & Reid, 1981). We also find that the value of

the critical Rayleigh number decreases, for both types of boundary conditions, as shown

by figure 2.4. Hence the zonal wind has a destabilising effecton the system and aids

the onset of convection as well as setting a preference for convective rolls aligned with

the y-axis. This is in contrast with the non-rotating case where,in the presence of the

same shear, the preference is for rolls withkx = 0, ky 6= 0 (Deardorff, 1965). Thus, the

addition of rotation alters the convection pattern, from rolls aligned with the flow to rolls

perpendicular to the flow. The critical azimuthal wavenumber, kxc
, also decreases asRe

is increased for both types of boundary conditions as shown by figure 2.4. The two plots

of the fields in the convective regime,×1 and×4, whose positions in parameter space are

also indicated in figure 2.4, are for critical values ofkx andRa∗ with Re = 5.

AsRe is increased we move into the baroclinic regime and hence thevalues ofRe chosen
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for the plot in figure 2.4 are relatively low in order to remainin the convective regime.

For modes in the convective regime the main energy balance isbetween the buoyancy

and the viscous stresses. However asRe is increased, the baroclinic basic state means

that buoyancy can do work at lower critical Rayleigh number, and indeed even at negative

Rayleigh number. This is discussed in section 2.8.

2.6 Baroclinic regime

As the zonal wind strength is increased further we find a second type of mode, which

allows for instability regardless of how negative the Rayleigh number is. In other words

this mode can be unstable no matter how stably stratified the system is. For this reason we

refer to them as ‘baroclinic modes’, which are distinct fromthe convective modes that are

usually found as the most unstable modes. They are related tothe unstable modes of the

Eady problem (Pedlosky, 1987), which we later discuss in section 3.4. This suggests that

we should consider a critical Reynolds number, rather than a critical Rayleigh number, for

the baroclinic modes since it is the shear that is driving this instability. Hence we introduce

a critical Reynolds number,Rec, and corresponding critical wavenumbers,kxc
andkyc

for

the baroclinic regime. For a given Ekman number, Prandtl number and Rayleigh number

Rec is the value of the Reynolds number for which a marginal baroclinic mode can appear

(analogous to the critical Rayleigh number in the convectiveregime). As with all modes

with a non-zero Reynolds number we find thatkyc
= 0. The modes remain steady in the

baroclinic regime for low values ofRe. However, oscillating modes appear at onset for

larger values ofRe, which are found in the regimes of parameter space to the right of the

green line in figure 2.1.

From figure 2.5 we see howRe∗ varies withkx for several negative values of the Rayleigh

number for both types of boundary conditions. For stress-free boundaries we see from

figure 2.5(a) that in all caseskxc
= 0 andRec ∼ 10.95. Therefore reducingkx allows for

instability with an ever more negative Rayleigh number as shown by table 2.2. It is for this

reason thatRa∗ rather thanRac is plotted in figure 2.1. An asymptotic theory highlighting

these results and which obtains a value ofRec for any givenRa andPr in the smallE

limit, is discussed in chapter 3. The form of a typical baroclinic mode at onset is shown in
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(a) Stress-free boundaries.

(b) No-slip boundaries.

Figure 2.4:Plots of the numerical results for the onset parameters in the convective regime againstkx

with E = 10−4, Pr = 1, ky = kyc
= 0. The onset parameter is the Rayleigh number in the convective

regime.
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figure 2.2(b), point×2. We see that the vorticity is independent ofz and thatθ has flipped

signs for this type of mode so that the hot fluid is sinking and the cold fluid is rising.

This is directly related to the change in sign of the Rayleigh number and is due to the fact

that the baroclinic basic state allows buoyancy to fully balance the viscous stresses even

at negative Rayleigh number (see section 2.8). However, the magnitude of the vertical

velocity is small, indicating that the shear is dominating the flow in these modes. Again,

the form of the eigenfunctions does not vary with the Ekman number as we can see from

figures 2.3(b) and 2.3(e). However, the magnitudes of the fields do seem to scale with the

Ekman number. This suggests that an asymptotic analysis maybe possible for smallE,

which is developed in chapter 3. The general form of the eigenfunctions remains similar

to that shown in figure 2.2(b) askx is reduced towards the true critical value; namely

kxc
= 0.

Ra∗

kx E = 10−3 E = 10−4 E = 10−5

0.01 −9.6562 × 1010 −9.6578 × 1012 −9.6577 × 1014

0.05 −3.8618 × 109 −3.5057 × 1011 −3.8624 × 1013

0.1 −9.6496 × 108 −9.6511 × 1010 −9.6511 × 1012

0.5 −3.7972 × 107 −3.7980 × 109 −3.7980 × 1011

1 −9.0591 × 106 −9.0636 × 108 −9.0637 × 1010

Table 2.2:Numerically computed values ofRa∗ for variousE andkx in the caseRe = 100, Pr = 1 and

ky = kyc
= 0 for stress-free boundaries.

For no-slip boundaries we see from figure 2.5(b) that there isa non-zero critical azimuthal

wavenumber, which varies withRa. As the Rayleigh number is made more negative

the critical azimuthal wavelength lengthens and the critical Reynolds number increases.

Figure 2.2(e), point×5, shows the form of the eigenfunctions at critical forRa = −106.

As with the stress-free case, the sign ofθ has changed from the convective regime and

the magnitude ofuz is small. However the vorticity now takes a more complicated

slanted structure, which is asymmetric inz, in contrast to the stress-free case whereζ

was independent ofz.

The baroclinic modes are only found for certain parameter regimes as highlighted by
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(a) Stress-free boundaries.

(b) No-slip boundaries.

Figure 2.5:Plots of the numerical results for the onset parameters in the baroclinic regime againstkx

with E = 10−4, Pr = 1, ky = kyc
= 0. The onset parameter is the Reynolds number in the baroclinic

regime.
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figure 2.1. For stress-free boundaries we must havekx . 30 andRe & 10 for these

modes to appear and as such this is a constraint on their existence. For no-slip boundaries

the parameter regime for the existence of the baroclinic modes is altered slightly but we

still require a sufficiently largeRe and sufficiently smallkx. Outside of these regimes

we recover the convective modes at onset, which have positive Rayleigh number. This is

demonstrated by considering theRe = 1 line in figure 2.1(a), which has solely positive

Ra∗. In the stress-free case, for a sufficiently largeRe, the Rayleigh number is negative

and depends onkx andE such that reducing either of these parameters towards zero makes

the Rayleigh number more negative. In fact from table 2.2 it isclear that the magnitude

of Ra∗ is inversely proportional to bothk2
x andE2. This remains true for different values

of Re. In this way we see that it is possible to have instability regardless of how negative

the Rayleigh number is by choosing a small enoughkx and sufficiently largeRe.

Baroclinic instabilities driven by a zonal flow of the same form as that considered here

were investigated by Rashidet al. (2008). However, their model assumed that the fluid

was always stably stratified so that convective instabilities were not permitted. This was

because their interest lay in the strongly stably stratifiedsolar tachocline. Our work has

investigated the transition between convective and baroclinic instabilities by allowing for

both stable and unstable stratification. Rashidet al. (2008) found two types of mode

appearing and they concentrated on how the strength of the modes changes under various

parameter regimes. This resulted in a focus on the low Ekman number and low Prandtl

number limits. By considering finitePr we have found baroclinic instabilities withkx =

0 = ky in contrast to Rashidet al. (2008) who found thatkx = 0, ky 6= 0.

2.7 Further observations from the numerics

Between the regions of positive and negative Rayleigh number there is a sharptransition

regionwhere the Rayleigh number passes through zero in a relativelysmall region ofRe-

space. The Rayleigh number varies smoothly from positive to negative values across the

transition region. The values of the Reynolds number at onsetin the case of stress-free

boundaries, for a givenkx, Re∗, for the transition region at whichRa∗ = 0 are given

in table 2.3. AsE is reducedRe∗ at transition converges to a value independent of the
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Re∗

E = 10−4 E = 10−5

kx Pr = 0.1 Pr = 1 Pr = 10 Pr = 20 Pr = 0.1 Pr = 1 Pr = 10 Pr = 20

0.1 34.8718 10.9610 3.4646 1.5386 34.6946 10.9550 3.4644 1.5388

0.5 35.0289 11.0731 3.4705 1.5055 34.9326 11.0255 3.4681 1.5107

1.0 36.3620 11.6266 3.5264 1.4283 36.3097 11.6129 3.5200 1.4270

5.0 64.7904 19.8318 5.0890 1.5917 64.7775 19.8296 5.0881 1.5914

10.0 115.4635 35.1904 10.5572 4.8452 114.6989 35.1208 10.5128 4.8066

Table 2.3:Numeric results showing the position of the transition region, the point whereRa∗ = 0, in

Re-space for various values ofkx, E andPr in the caseky = kyc
= 0 with stress-free boundaries.

Ekman number. From table 2.3 we also notice that reducingkx lowers the Reynolds

number at onset suggesting once again that the minimisingkx is zero (that iskxc
= 0) and

Rec is converging to a value dependent on the Prandtl number.

The modes described so far have all been steady. Steady modesare usually preferred

for the onset of convection in a rotating plane layer atPr = 1, unsteady modes being

possible at lowerPr, as we discussed in section 2.3. However, by increasingRe further

we also found unsteady modes appearing at onset even atPr = 1. These modes are

found in the region of parameter space shown in figures 2.1(a)and 2.1(b) to the right of

the dividing curve, the solid line in both figures. We see thatthese unsteady modes can

onset with either positive or negative Rayleigh number. Figure 2.2(c), point×3, shows

the eigenfunctions for such an oscillatory mode in the case of stress-free boundaries.

These modes onset as pairs of traveling wall modes with frequencies which are equal

but opposite in sign. Oscillatory modes are found at largerkx andRe for the no-slip

case, an example being shown in figure 2.2(f), point×6. The fields of these oscillatory

modes maintain the same form for different Ekman numbers as shown by figures 2.3(c)

and 2.3(f). If the domain is infinite in thex andy directions, all wavenumberskx andky

are allowed, and the critical mode is always steady, either at fixedRa asRe is gradually

increased or at fixedRe asRa is gradually increased. However, if the domain is finite,

and for example periodic boundary conditions inx andy are imposed, thus restricting the

possible choice of wavenumbers to a discrete set, then it would be possible for oscillatory

modes to be preferred.
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In the work displayed so far we have varied the parameters of most interest:kx, Re and

Ra whilst looking at specific values forPr andE. We have also found thatkyc
= 0 for

the modes of interest (that is modes withRe 6= 0). Although instability is possible with

ky 6= 0 in both the convective and baroclinic regimes, we find that increasingky from

zero only serves to stabilise the system by increasing the Rayleigh number or Reynolds

number for which onset occurs. Here we consider the effects of varying the Ekman and

Prandtl numbers.

We first look at two further values for the Ekman number:10−3 and10−5. We find that

changingE alters the magnitude of the Rayleigh number at onset but does not affect

the position of the baroclinic parameter regime inkx − Re space. The results in table

2.2 highlight the fact that for the baroclinic modeRa∗ is inversely proportional toE2.

Therefore if we increase the Rayleigh number from−∞ changing the Ekman number

controls how soon the instability occurs. However we still require the same sufficiently

largeRe and small values ofkx.

We consider further values of the Prandtl number:Pr = 0.1, Pr = 10 andPr = 20. In

a way the effect of changing the Prandtl number is opposite tothat of altering the Ekman

number. This is because although the Rayleigh number remainslargely unaffected for

variousPr, the position of the baroclinic regime inkx − Re space changes. This can

be seen in table 2.3 where the transition region occurs at a higher/lower value ofRe∗

for a lower/higher value ofPr. We see that forPr = 10 the baroclinic modes are able

to appear at a lower value of the zonal wind (Re ∼ 3.5), compared to thePr = 1

case. The converse is true whenPr = 0.1 where the baroclinic modes cannot appear

until Re ∼ 35. The behaviour of the critical parameters at moderate values of the Prandtl

number(Pr = 0.1−10) remains largely the same withkxc
= 0 continuing to be preferred

in the stress-free baroclinic regime. However we note that there is a non-zero minimising

kx for larger values ofPr so long as the magnitude ofRa is not too large. An example of

this can be seen in table 2.3 whenPr = 20, for both values of the Ekman number. Two

further cases, withRa non-zero, are displayed in figure 2.6 where we findkxc
∼ 1.5 and

kxc
∼ 2.7 for Pr = 20 andPr = 50, respectively. Note, in contrast, that the line for the

case ofPr = 10 takes its minimum value when the azimuthal wavenumber is zero so that

kxc
= 0. The critical values of the Reynolds number for these two cases are also smaller

than for the other Prandtl numbers considered, as expected.The asymptotic theory in
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Figure 2.6:Plot showing how the Reynolds number at onset varies withkx for several values ofPr and

E = 10−4, Ra = −1 andky = kyc
= 0 with stress-free boundaries.

chapter 3 is able to explain this dependence ofkxc
onPr.

2.8 Thermodynamic equation

In this section we derive a thermodynamic equation from the equations in section 2.1

in order to analyse how terms representing different physical effects interact for various

values of the input parameters. In particular we see how varying the parameter controlling

the size of the basic state zonal flow,Re, affects the balance between terms. In the absence

of the zonal flow we should recover the condition thatRa > 0 for motions to occur.

We continue to enforceky = 0, which is the case most favourable whenRe 6= 0, and

alsos = 0 for marginal, non-oscillating modes. It should also be noted that we are able

to use the results of appendix C here since the fields take the form (see equations (2.39 -

2.41)) given at the start of appendix C. We begin by considering the dot product ofu with

equation (2.19). We then form the energy equation by integrating over a periodic box on

the intervalsx ∈ [−π/kx, π/kx], y ∈ [−π/ky, π/ky] andz ∈ [−d/2, d/2], which since

ky = 0 amounts to integrating overx andz only. This gives,

∫
u · ∂u

∂t
dV +

∫
U ′

0zu · ∂u
∂x

dV +

∫
U ′

0uzuxdV +

∫
u · 2Ω × udV

= −
∫

(u · ∇)pdV + gα

∫
θuzdV + ν

∫
u · ∇2udV,

(2.78)
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where
∫

dV =

∫ d/2

−d/2

∫ π/kx

−π/kx

dxdz. (2.79)

The first term vanishes for marginal, non-oscillating modesand the fourth term vanishes

due tou being perpendicular toΩ× u. Now we consider the remaining terms separately

and first note that the second term, using equation (A.3), canbe written

∫
U ′

0zu · ∂u
∂x

dV =

∫
1

2

(
U ′

0z
∂|u|2
∂x

)
dV (2.80)

=
1

2

∫
U ′

0

∂

∂x

(
z
(
u2

x + u2
y + u2

z

))
dV (2.81)

=
1

4

∫
U ′

0

∂

∂x

(
z
(
ûxû

∗

x + ûyû
∗

y + ûzû
∗

z

))
dV (2.82)

= 0, (2.83)

where we have also used (C.10). The term involving the pressure becomes

∫
(u · ∇)pdV =

∫
∇ · (pu)dV −

∫
p∇ · udV (2.84)

=

∫
∂

∂xk

(puk)dV (2.85)

=

∫
pukdSk, (2.86)

since∇ · u = 0 and wheredSk is the surface element of our periodic box. Here we have

also used the Divergence theorem to convert the volume integral into a surface integral.

Hence
∫
pukdSk =

∫ d/2

−d/2

puxdz

∣∣∣∣∣
x=±π/kx

+

∫ π/kx

−π/kx

puzdx

∣∣∣∣∣
z=±d/2

. (2.87)

The first of these terms vanishes sincep andux are both periodic inx; that isux(x =

−π/2, z) = ux(x = π/2, z) and similarly forp. Therefore thez-integral will take the

same value on the two surfacesx = ±π/kx and hence cancel. In other words, the flux

is the same through bothx-surfaces. The second term also vanishes becauseuz = 0 on

z = ±d/2. Hence this surface integral term is identically zero and from equation (2.86)

we have
∫

(u · ∇)pdV = 0. (2.88)
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We now consider the final term of equation (2.78), which can besimplified as

ν

∫
u · ∇2udV = ν

∫
uj

∂

∂xk

∂

∂xk

ujdV (2.89)

= ν

∫
∂

∂xk

(
uj

∂

∂xk

uj

)
dV − ν

∫
∂uj

∂xk

∂uj

∂xk

dV (2.90)

= ν

∫
uj

∂

∂xk

ujdSk − ν

∫
∂uj

∂xk

∂uj

∂xk

dV, (2.91)

where, again,dSk is the surface element of our periodic box and we have used the

Divergence theorem. Now we can expand the surface integral term so that

ν

∫
uj

∂

∂xk

ujdSk = ν

∫ d/2

−d/2

(
uy
∂uy

∂x
+ uz

∂uz

∂x

)
dz

∣∣∣∣∣
x=±π/kx

+ ν

∫ π/kx

−π/kx

(
uy
∂uy

∂z
+ uz

∂uz

∂z

)
dx

∣∣∣∣∣
z=±d/2

.

(2.92)

Both of these terms vanish via a similar argument to the surface integral involving the

pressure vanishing where we note that eitheruy = 0 (if we have no-slip boundaries)or

∂uy/∂z = 0 (if we have stress-free boundaries) onz = ±d/2. Hence the surface integral

term is identically zero and from equation (2.91) we have

ν

∫
u · ∇2udV = −ν

∫
∂uj

∂xk

∂uj

∂xk

dV, (2.93)

and we are then left with only three terms of equation (2.78):

gα

∫
θuzdV = ν

∫
∂uj

∂xk

∂uj

∂xk

dV + U ′

0

∫
uzuxdV. (2.94)

Now we also multiply equation (2.20) byθ and integrate over the periodic box to acquire
∫
θ
∂θ

∂t
dV +

∫
U ′

0zθ
∂θ

∂x
dV − β

∫
θuzdV − 2ΩU ′

0

gα

∫
θuydV = κ

∫
θ∇2θdV . (2.95)

As with the energy equation the first term vanishes since we are considering marginal,

non-oscillating modes and the second term also vanishes by asimilar argument to the

second term in the energy equation above. Again by a similar argument to the final term

of the energy equation above, the final term of equation (2.95) also can be written

κ

∫
θ∇2θdV = −κ

∫ (
∂θ

∂xk

∂θ

∂xk

)
dV = −κ

∫
(∇θ)2dV. (2.96)

Then equation (2.95) reduces to

−β
∫
θuzdV − 2ΩU ′

0

gα

∫
θuydV = −κ

∫
(∇θ)2dV , (2.97)
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and we now eliminate the rate of working of the buoyancy force(theθuz-integral) using

equation (2.94) to give

gακ

∫
(∇θ)2dV − 2ΩU ′

0

∫
θuydV = βν

∫
∂uj

∂xk

∂uj

∂xk

dV + βU ′

0

∫
uzuxdV. (2.98)

We non-dimensionalise as before using the same scales as in section 2.1, which gives

gακ

∫
β2ν2

κ2
(∇θ)2dV − 2ΩU ′

0

∫
βν2

κ
θuydV = βν

∫
ν2

d4

∂uj

∂xk

∂uj

∂xk

dV + βU ′

0

∫
ν2

d2
uzuxdV, (2.99)

and using the dimensionless numbers from equation (2.32) this can be written

Ra

∫
(∇θ)2dV − PrE−1Re

∫
θuydV −

∫
∂uj

∂xk

∂uj

∂xk

dV −Re

∫
uzuxdV = 0,

or I1 + I2 + I3 + I4 = 0.

(2.100)

We refer to this integral equation as the thermodynamic equation and the solutions to

the earlier numerics must satisfy it. The thermodynamic equation is comprised of four

integrals representing a different physical process. The first term,I1, is effectively the

work done by the buoyancy. The second integral,I2, is related to the heat flux carried in

they direction, and is only non-zero when the zonal flow is non-zero due to the presence

of Re in the term. The third term,I3, is the rate of viscous dissipation. Finally,I4 is

a component of the Reynolds stresses. We note here that ifRe = 0 then the Rayleigh

number is the ratio of two positive definite integrals:

Ra =

∫ ( ∂uj

∂xk

)2

dV
∫

(∇θ)2dV
, (2.101)

and hence we recover the condition thatRa ≥ 0 as expected and as derived by

Chandrasekhar (1961).

We can write equation (2.100) in terms of the real and imaginary parts ofûz, ζ̂ andθ̂ and

their derivatives, all of which have been calculated in the numerics earlier. We do this

term by term making use of appendix C and once thex-dependence of the integrand of

each term has been accounted for thex-integral can be evaluated, noting that
∫ π/kx

−π/kx

dx =
2π

kx

. (2.102)

We also use equations (B.5) and (B.6) to note that

ux =
1

k2
x

∂2uz

∂x∂z
, (2.103)

uy = − 1

k2
x

∂ζ

∂x
, (2.104)
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sinceky = 0, which will be useful shortly. We begin with the first term of equation

(2.100), which is

I1 = Ra

∫
(∇θ)2dV = Ra

∫ ((
∂θ

∂x

)2

+

(
∂θ

∂z

)2
)

dV (2.105)

=
Ra

2

∫ 
k2

x

(
θ̂2
r + θ̂2

i

)
+

(
dθ̂r

dz

)2

+

(
dθ̂i

dz

)2

 dV (2.106)

=
πRa

kx

∫ 1/2

−1/2


k2

x

(
θ̂2

r + θ̂2
i

)
+

(
dθ̂r

dz

)2

+

(
dθ̂i

dz

)2

 dz, (2.107)

where we have used equations (C.11) and (C.9). Next we replaceuy in the second term

of equation (2.100) withζ using equation (2.104) to give

−PrE−1Re

∫
θuydV =

PrE−1Re

k2
x

∫
θ
∂ζ

∂x
dV. (2.108)

Hence

I2 = −PrE−1Re

∫
θuydV =

PrE−1Re

2kx

∫ (
θ̂iζ̂r − θ̂rζ̂i

)
dV (2.109)

=
πPrE−1Re

k2
x

∫ 1/2

−1/2

(
θ̂iζ̂r − θ̂rζ̂i

)
dz, (2.110)

using equation (C.14). Thirdly we consider the third term of equation (2.100), where we

note that

−
∫

∂uj

∂xk

∂uj

∂xk

dV = −
∫ (

(∇ux)
2 + (∇uy)

2 + (∇uz)
2
)
dV. (2.111)

We consider the three terms of this equation in turn beginning with the first term where

we substitute forux, using equation (2.103), to give

∫
(∇ux)

2dV =

∫ ((
∂ux

∂x

)2

+

(
∂ux

∂z

)2
)

dV (2.112)

=
1

k4
x

∫ ((
∂3uz

∂x2∂z

)2

+

(
∂3uz

∂x∂z2

)2
)

dV (2.113)

=
1

k4
x

∫ ((
−k2

x

∂uz

∂z

)2

+

(
∂3uz

∂x∂z2

)2
)

dV (2.114)

=
1

2

∫ ((
dûr

dz

)2

+

(
dûi

dz

)2

+
1

k2
x

((
d2ûr

dz2

)2

+

(
d2ûi

dz2

)2
))

dV (2.115)

=
π

kx

∫ 1/2

−1/2

((
dûr

dz

)2

+

(
dûi

dz

)2

+
1

k2
x

((
d2ûr

dz2

)2

+

(
d2ûi

dz2

)2
))

dz, (2.116)
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where we have used equations (C.6), (C.9) and (C.11). For the second term of equation

(2.111) we can substitute foruy in terms ofζ, from equation (2.104), and we acquire

∫
(∇uy)

2dV =

∫ ((
∂uy

∂x

)2

+

(
∂uy

∂z

)2
)

dV (2.117)

=
1

k2
x

∫ ((
∂ζ

∂x

)2

+

(
∂ζ

∂z

)2
)

dV (2.118)

=
1

2

∫ 
ζ̂2

r + ζ̂2
i +

1

k2
x



(

dζ̂r
dz

)2

+

(
dζ̂i
dz

)2



 dV (2.119)

=
π

kx

∫ 1/2

−1/2


ζ̂2

r + ζ̂2
i +

1

k2
x



(

dζ̂r
dz

)2

+

(
dζ̂i
dz

)2



 dz, (2.120)

where we have again used equations (C.11) and (C.9). By a similarmethod to equations

(2.105 - 2.107) we also have that

∫
(∇uz)

2dV =
π

kx

∫ 1/2

−1/2

(
k2

x

(
û2

r + û2
i

)
+

(
dûr

dz

)2

+

(
dûi

dz

)2
)

dz. (2.121)

Thus,

I3 = −
∫

∂uj

∂xk

∂uj

∂xk

dV = − π

kx

∫ 1/2

−1/2


ζ̂2

r + ζ̂2
i +

1

k2
x



(

dζ̂r
dz

)2

+

(
dζ̂i
dz

)2



+k2
x

(
û2

r + û2
i

)
+ 2

((
dûr

dz

)2

+

(
dûi

dz

)2
)

+
1

k2
x

((
d2ûr

dz2

)2

+

(
d2ûi

dz2

)2
)]

dz.

(2.122)

Finally we consider theI4 term of equation (2.100), again substituting forux

I4 = −Re
∫
uzuxdV = −Re

k2
2

∫
uz
∂2uz

∂x∂z
dV (2.123)

= −Re

2kx

∫ (
ûi

dûr

dz
− ûr

dûi

dz

)
dV (2.124)

= −πRe
k2

x

(
[ûiûr]

1/2
−1/2 − 2

∫ 1/2

−1/2

ûr
dûi

dz

)
dz (2.125)

=
2πRe

k2
x

∫
ûr

dûi

dz
dz, (2.126)

where we have made use of equation (C.14).

Equations (2.107), (2.110), (2.122) and (2.126) give the terms of equation (2.100) in terms

of the eigenfunctions (and their derivatives) calculated in the numerics. Thus we can
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calculate the four integrals using the trapezium rule, given values for the parameters:Ra,

Re, E, Pr, kx, which appear in the expressions forI1 to I4. For ease of comparison with

figure 2.1 we considerE = 10−4 andPr = 1, and we have implicitly takenRa = Ra∗

by settings = 0 earlier. Figure 2.7 shows how the four terms in equation (2.100) vary

as a function ofRe for two choices ofkx. In this scenario each plot represents the values

taken byI1 to I4 on a line of constantkx in figure 2.1, namely the lineskx = 0.1 and

kx = 5. Plots for otherkx where baroclinic modes exist are similar with the position of

the transition region changing accordingly.

We first note that, in both plots of figure 2.7, theI4 integral is very small indeed. This was

also the case for all otherkx values tested. This term is small because we are considering

a rapidly rotating system where the motions prefer to be two-dimensional as we discussed

in section 1.3. In fact, in the rapidly rotating limit the velocity field can be written as

a streamfunction with a small ageostrophic component in thez-direction so thatu =

−∇ × ψẑ + uzẑ. If this is the case thenux = −∂ψ/∂y = −ikyψ = 0 sinceky = 0.

Thus, in the limit of rapid rotationI4 vanishes. For systems with finite Ekman number,

such as ours, theI4 term appears but does not significantly contribute to the balancing of

the thermodynamic equation.

As mentioned earlier we must haveRa > 0 in the caseRe = 0. This is the well

understood case where the Rayleigh number must be positive for the system to be

convectively unstable. At lowRe this remains the predominant balance and the Rayleigh

number remains positive. However withRe 6= 0 the baroclinic term can partially balance

the viscous stresses and thus asRe is increased the Rayleigh number is reduced to allow

equation (2.100) to balance. This can be seen in both plots offigure 2.7 where theI2

contribution slowly increases in magnitude asRe increases.

As Re is increased further and we enter the transition region (located atRe ∼ 10.95 for

kx = 0.1 andRe ∼ 19.86 for kx = 5) we see that bothI1 and the baroclinic flux,I2,

change sign. In the transition region the main balance is between these two terms as the

magnitude of the rate of working of the viscous stresses is small. However the sum of

I1 andI2 must still balance the solely negativeI3 term. The transition region represents

the point inRe-space whereI2 becomes large enough in magnitude to solely overcome

I3 without the need for a contribution fromI1. HenceI1 can change sign (that isRa
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(a) kx = 0.1

(b) kx = 5

Figure 2.7:Plots showing how the integrals in the thermodynamic equation (2.100) vary as a function of

Re with E = 10−4 andPr = 1. We use stress-free boundaries withky = kyc
= 0. The eigenvalues that

appear in the expressions for integrals (equations (2.107), (2.110), (2.122) and (2.126)) are found from the

numerics and the integrals are evaluated using the trapezium rule.
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change sign). This explains why a sufficiently large value ofthe zonal wind is required to

allow for modes with negative Rayleigh number to appear. It also indicates that the term,

I1 or I2, in equation (2.100) which is positive, and thus is able to balanceI3, contains

the parameter that is driving the instability. In other words it is the Rayleigh/Reynolds

number and thus the work done by buoyancy/baroclinic heat flux, which is balancing the

viscous dissipation in the convective/baroclinic regime.

Equation (2.100) can also explain the results of changing the Prandtl number given

by table 2.3. The second integral,I2, is proportional toPr. Therefore increasing or

decreasing the Prandtl number means that a lower or higher value ofRe respectively is

required beforeI2 is able to balanceI3. Hence the transition region appears at smaller

values ofRe asPr is increased, as we saw in table 2.3. This argument is slightly crude

since it assumes that the values of the integrals in equation(2.100) do not change withPr.

This is not the case, which is why increasing the Prandtl number by an order of magnitude

does not result in the zonal wind decreasing by the same amount. For example the position

of the transition region forPr = 10 in table 2.3 has only moved fromRe ∼ 10 (in

thePr = 1 case) toRe ∼ 3.5 rather thanRe ∼ 1. Despite this, the form ofI2 in the

thermodynamic equation serves to explain the general dependency of the transition region

on the Prandtl number.
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Chapter 3

Asymptotics for a linear plane layer

model

Here we develop asymptotic theories, which approximate theplane layer numeric results

with stress-free boundaries very well. By developing these theories we are able to reduce

the order of the equations, which then either results in a simpler ODE to solve numerically

or a system that can be partially solved analytically. Thus,we are able to cover a larger

parameter space than was possible in the numerics of chapter2. Much of the work

presented in this chapter has been published in section 4 of Teedet al. (2010).

In the numerical work previously discussed in chapter 2 we considered small, but finite,

values of the Ekman number since these correspond to rapidlyrotating systems, which

are of particular physical interest. Hence we take as our first limit the quasi-geostrophic

limit, which is that of asymptotically smallE. In this limit the velocity will be almost

independent ofz due to the Taylor-Proudman theorem. We use the numerics of chapter 2

to ascertain the required asymptotic scalings. From table 2.2 and the field plots of figures

2.2 and 2.3 we see that the vertical vorticity appears to be independent of the Ekman

number. Conversely, the vertical velocity scales like the Ekman number whereasRaθ

scales like the inverse of the Ekman number. This last scaling can be seen from theθ

plots of figures 2.2(b), 2.3(b) and 2.3(e) where the Rayleigh number is held constant soθ

scales like the inverse of the Ekman number. However, table 2.2 shows that the Rayleigh

number scales like the inverse of the Ekman number squared when the Reynolds number

is held constant. Therefore, this requires thatθ scales like the Ekman number, which is the
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scaling we make here. Hence, guided by the numerics, we rescale the dependent variables

as ζ̂ = ζ̃, ûz = Eũz, θ̂ = Eθ̃, andRa = R̃a/E2 and we substitute these scalings into

equations (2.42 - 2.44), whence

(
s+ ikxRez + k2 − d2

dz2

)
ζ̃ − ikyReEũz −

dũz

dz
= 0, (3.1)

(
s+ ikxRez + k2 − d2

dz2

)(
d2

dz2
− k2

)
Eũz + E−1 dζ̃

dz
= −k2R̃aE−1θ̃, (3.2)

(
sPr + ikxPrRez + k2 − d2

dz2

)
Eθ̃ = Eũz −

iPrReE

R̃ak2

(
kxζ̃ − kyE

dũz

dz

)
. (3.3)

We then take the leading order terms of these equations in thelimit E → 0, which gives

(
s+ ikxRez + k2 − d2

dz2

)
ζ̃ =

dũz

dz
, (3.4)

dζ̃

dz
= −k2R̃aθ̃, (3.5)

(
sPr + ikxPrRez + k2 − d2

dz2

)
θ̃ = ũz −

ikxPrRe

k2R̃a
ζ̃. (3.6)

Due to the much simplified form of the curl of the vorticity equation, namely equation

(3.5), where a fourth order derivative has been lost in the small E limit we have reduced

the system from an eighth order to a fourth order system. We are able to eliminatẽθ by

taking the double-derivative of equation (3.5) and substituting for d2θ̃/dz2 in equation

(3.6) to give

d3ζ̃

dz3
=
(
sPr + ikxPrRez + k2

)dζ̃

dz
− ikxPrReζ̃ + R̃ak2ũz. (3.7)

In fact, we could also easily write this system of equations as a single fourth order ODE

in ζ̃ by eliminatingũz. However we retain the use of equations (3.4 - 3.7) only in this

chapter, as well as the integral form of equation (3.4), which is derived later.

We must also consider the boundary conditions on the variables. We use stress-free

boundary conditions in this chapter and since the higher order derivatives of̃uz have

vanished we only retain the following boundary conditions at z = ±1/2 from equations

(2.59 - 2.60):

ũz = 0, (3.8)
dζ̃

dz
= 0, (3.9)

θ̃ = 0. (3.10)
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Since this is now a fourth order system of equations we only actually require four

boundary conditions and in fact (3.9) and (3.10) are equivalent due to equation (3.5).

In sections 3.1 and 3.2 we shall eliminateθ̃ from the system of equations we solve and

thus we require the use of the boundary conditions on onlyũz andζ̃. However, in section

3.3 we solve the equations that retainθ̃, namely equations (3.4 - 3.6), rather than making

use of equation (3.7). Hence we shall require the boundary condition onθ̃ from equation

(3.10).

We are able to solve the equations derived here as a boundary value problem, which we

consider in section 3.1. In sections 3.2 and 3.3 we take a further asymptotic limit, namely

that of smallkx since the baroclinic modes onset with zero azimuthal wavenumber. By

doing this we are able to find an expression forRe in terms ofPr andRa (section 3.2)

and we are also able to predict the value ofRa and the form of the fields, givenPr and

Re (section 3.3). Since we use equations (3.4 - 3.7) in each section of this chapter, the

asymptotic theories will only be accurate for small Ekman numbers. Equations (3.4 - 3.7)

are related to the quasi-geostrophic equations used by atmospheric scientists (though in

this work diffusion is still included), which we discuss in section 3.4. Also of note is that

Rashidet al.(2008) performed an asymptotic analysis under a small Ekmannumber limit

for a similar set of equations to (2.42 - 2.44). However, theyalso took the small Prandtl

number limit whereas we retain finitePr here.

3.1 Asymptotics for small Ekman number

In this section we solve the coupled system of ODEs given by equations (3.4) and (3.7)

without further asymptotic assumptions. We do this to show that the solutions in this

small Ekman number limit match our numeric solutions from chapter 2. In particular we

compare the position of the transition region. We expect thesolutions to share the same

properties since throughout the numerics we used small, butfinite, Ekman numbers. We

set s = 0 because we are approximating the numerics where we searchedfor steady,

marginal modes. Since the critical latitudinal wavenumbervanishes for all modes of

interest, we also setky = kyc
= 0 so thatk = kx. We rewrite equations (3.4) and (3.7) as
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four equations by taking the real and imaginary parts separately to give

−kxRezζ̃i + k2ζ̃r −
d2ζ̃r
dz2

=
dũr

dz
, (3.11)

kxRezζ̃r + k2ζ̃i −
d2ζ̃i
dz

=
dũi

dz
, (3.12)

d3ζ̃r
dz3

= −kxPrRez
dζ̃i
dz

+ k2 dζ̃r
dz

+ kxPrReζ̃i + R̃ak2ũr, (3.13)

d3ζ̃i
dz3

= kxPrRez
dζ̃r
dz

+ k2 dζ̃i
dz

− kxPrReζ̃r + R̃ak2ũi. (3.14)

We must also consider the boundary conditions on the four functions: ζ̃r, ζ̃i, ũr and ũi.

From the no penetration condition and the stress-free boundary conditions we obtain

ũr(1/2) = ũi(1/2) = 0 and ζ̃ ′r(1/2) = ζ̃ ′i(1/2) = ũr(1/2) = ũi(1/2) = 0, (3.15)

respectively. Here the primes indicate thez-derivatives of the eigenfunctions. We

introduce a normalisation condition such thatζ̃r(0) = 1. Also, due to the known symmetry

of the numeric solutions from chapter 2, we are able to imposesymmetry conditions on

the functions atz = 0. We know that for the baroclinic modes the vertical vorticity and

the vertical velocity are symmetric and antisymmetric inx aboutz = 0, respectively.

The vertical vorticity and vertical velocity can be writtenin terms of sines and cosines as

follows

ζ = ζ̃r cos(kxx) − ζ̃i sin(kxx), (3.16)

uz = ũr cos(kxx) − ũi sin(kxx), (3.17)

from the definitions of equations (2.36 - 2.37) withs = 0 = ky. Hence for the vertical

vorticity to be symmetric inx aboutz = 0 we must have that̃ζi(0) = 0. Likewise we

must havẽur(0) = 0 sinceuz is antisymmetric aboutz = 0 . Also, the derivatives ofζ

must obey alternating symmetry conditions since they will also alternate between being

symmetric and antisymmetric inx. Hence we also must have thatζ̃ ′r(0) = 0 = ζ̃ ′′i (0).

Thus we now have the following nine real boundary conditions, including a normalisation

condition,

ζ̃r(0) = 1, (3.18)

ζ̃i(0) = ζ̃ ′r(0) = ζ̃ ′′i (0) = ũr(0) = 0, (3.19)

ζ̃ ′r(1/2) = ζ̃ ′i(1/2) = ũr(1/2) = ũi(1/2) = 0. (3.20)
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The system defined by (3.11 - 3.14) is an eighth order homogeneous system in the real

variables, with eight homogeneous boundary conditions anda normalisation condition,

so it has an eigenvalue,Re. Hence given specific values ofk, Pr andR̃a we can find a

value forRe. We solve this system using a simple boundary value problem (BVP) solver

in Maple and results for the transition region case (that is,R̃a = 0) are displayed in table

3.1. Recall that the transition region is found at the boundary between the orange and

blue sections of figure 2.1(a). Hence we can compare the values ofRe in table 3.1 with

the location of the transition region from figure 2.1(a) and also table 2.3. We see that the

small Ekman number asymptotic theory predicts the locationof the transition region very

well. In particular, we see that the position of the transition region is converging, as we

reduceE, to a value similar to that predicted by the asymptotics in all cases. Also of note

is that forPr = 20 andPr = 50 there are non-zero minimising values of the azimuthal

wavenumber, which we also saw for largePr in the numerics (figure 2.6).

Re

kx Pr = 0.1 Pr = 1 Pr = 10 Pr = 20 Pr = 50

0.01 34.64108 10.95447 3.46410 2.44948 1.54917

0.10 34.65831 10.95961 3.46475 2.44918 1.54754

0.50 35.07369 11.08347 3.48056 2.44245 1.51100

1.00 36.34019 11.46042 3.52963 2.42794 1.42646

1.50 38.35637 12.05843 3.61070 2.42013 1.34371

2.00 41.00963 12.84220 3.72316 2.43154 1.28719

2.50 44.18317 13.77610 3.86686 2.46939 1.26193

3.00 47.77158 14.82920 4.04217 2.53699 1.26634

5.00 64.77836 19.83002 5.08823 3.14797 1.59143

10.0 114.69132 35.11997 10.51240 7.57080 4.80621

Table 3.1:Values for the Reynolds number for variouskx andPr in the casẽRa = 0 found by solving

the BVP described by equations (3.11 - 3.20)
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3.2 Small wavenumber asymptotics 1: Fixed Rayleigh

number

In this section we develop a theory relevant in the smallkx limit since the numerics

indicate from section 2.6 that the preference for baroclinic instabilities iskx = 0. Hence

we are able to obtain an expression for the critical Reynolds number in terms of the Prandtl

and Rayleigh numbers. In other words, given aPr and aRa we are approximating the

value ofRe needed for growing baroclinic modes to appear. In this theory we expand the

Reynolds number in terms of a small parameter and assume that the Rayleigh number is

an input parameter. We sets = 0 andky = 0 for the same reasons discussed at the start of

section 3.1 and thenk = kx, which we use as an expansion parameter. It will be useful to

obtain the integral form of equation (3.4) and thus we take the z-integral across the layer

and apply the boundary conditions given by equations (3.8) and (3.9) to give

∫ 1/2

−1/2

(
ikRez + k2

)
ζ̃dz −

[
dζ̃

dz

]1/2

−1/2

= [ũz]
1/2
−1/2 (3.21)

⇒
∫ 1/2

−1/2

(
ikRez + k2

)
ζ̃dz = 0, (3.22)

since the final two terms vanish at the boundaries. The numerics suggest that the critical

azimuthal wavenumber is zero for baroclinic modes (see figure 2.5(a)) and thus we

consider the expansion ofζ̃, ũz andRe in powers of the small parameterk as follows:

ζ̃ =
∞∑

n=0

knζn = ζ0 + kζ1 + k2ζ2 + · · ·, (3.23)

ũz =
∞∑

n=0

kn+1un = k
(
u0 + ku1 + k2u2 + · · ·

)
, (3.24)

Re =
∞∑

n=0

knRen = Re0 + kRe1 + k2Re2 + · · ·. (3.25)

We must substitute these expansions into the relevant equations and consider the resulting

equations at increasing order; that is increasing powers ink. By applying the boundary

conditions and a normalisation condition we are able to obtain expressions for the

expansion variables (ζn, un andRen). Each expansion variable must satisfy the boundary
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conditions of equations (3.8 - 3.9) individually so that

un = 0, (3.26)

dζn
dz

= 0, (3.27)

atz = ±1/2 ∀n. We must also choose a normalisation condition, which is a value that one

of the functions takes at a specific value ofz. The remaining functions are then measured

in relation to this value. For simplicity we choose

ζ̃(0) = 1, (3.28)

sinceζ̃ is non-zero atz = 0.

We now proceed by substituting the expansions (3.23 - 3.25) into equations (3.4), (3.7)

and (3.22), which give
(

ikz(Re0 + kRe1 + k2Re2) + k2 − d2

dz2

)(
ζ0 + kζ1 + k2ζ2

)
= k

d

dz

(
u0 + ku1 + k2u2

)
,

(3.29)

d3

dz3

(
ζ0 + kζ1 + k2ζ2

)
=
(
ikPrz

(
Re0 + kRe1 + k2Re2

)
+ k2

) d

dz

(
ζ0 + kζ1 + k2ζ2

)

−ikPr
(
Re0 + kRe1 + k2Re2

)(
ζ0 + kζ1 + k2ζ2

)
+ R̃ak3

(
u0 + ku1 + k2u2

)
,

(3.30)
∫ 1/2

−1/2

(
ikz
(
Re0 + kRe1 + k2Re2

)
+ k2

)(
ζ0 + kζ1 + k2ζ2

)
dz = 0. (3.31)

We have included only terms up ton = 2 here, although in reality each sum is infinite.

We can now consider these equations at increasing order ink; that isO(kn) for increasing

n ∈ N0. First we considerO(k0) = O(1) and note that equation (3.29) demands that

d2ζ0
dz2

= 0, (3.32)

and hence in generalζ0 = c1z + c0. The normalisation condition, equation (3.28), then

requires thatc0 = 1 andc1 = 0 and hence

ζ0 = 1. (3.33)

As a consequence of this choice ofζ0, all other expansion variables in the expansion for

ζ̃ must vanish atz = 0; that is

ζn(0) = 0 ∀n > 0. (3.34)
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We also note that this choice ofζ0 satisfies equation (3.27) as required. Equation (3.30)

taken atO(1) demands that the third derivative ofζ0 vanishes, which is satisfied as a

consequence of equation (3.32). We now consider equations (3.30) and (3.29) at order

O(k), which give

d3ζ1
dz3

= −iPrRe0, (3.35)

iRe0z −
d2ζ1
dz2

=
du0

dz
, (3.36)

respectively, using equation (3.33). We integrate the firstof these equations and apply

equations (3.27) and (3.34) to give an expression forζ1:

ζ1 = −iPrRe0

(
z3

6
− z

8

)
, (3.37)

which can be used in equation (3.36) to findu0:

u0 = iRe0(1 + Pr)

(
z2

2
− 1

8

)
, (3.38)

where equation (3.26) has been used.

Next we consider equations (3.31) and (3.30) atO(k2), where, recalling thatζ0 = 1, we

find
∫ 1/2

−1/2

(iRe0zζ1 + iRe1z + 1)dz = 0, (3.39)

d3ζ2
dz3

= iPrRe0z
dζ1
dz

− iPrRe0ζ1 − iPrRe1. (3.40)

We can use the definition ofζ1 from equation (3.37) to evaluate the integral in equation

(3.39) to acquire
∫ 1/2

−1/2

(
PrRe2

0

(
z4

6
− z2

8

)
+ iRe1z + 1

)
dz = 0 (3.41)

⇒ PrRe2
0

[
z5

30
− z3

24

]1/2

−1/2

+ 1 = 0 (3.42)

⇒ Re0 =

√
120

Pr
, (3.43)

where we have used the fact that the integral of odd functionsvanish over symmetric

limits. Equation (3.43) gives the leading order approximation to the critical Reynolds

number. We can also findζ2 from equation (3.40) by inserting the definition ofζ1 and

using the boundary and normalisation conditions to get

ζ2 = Pr2Re2
0

(
z6

360
− z2

1920

)
− iPrRe1

(
z3

6
− z

8

)
. (3.44)



Chapter 3. Asymptotics for a linear plane layer model 69

Once again considering equations (3.31) and (3.30), now atO(k3), we obtain

∫ 1/2

−1/2

(iRe0zζ2 + iRe1zζ1 + iRe2z + ζ1)dz = 0, (3.45)

d3ζ3
dz3

= iPrRe0z
dζ2
dz

+ iPrRe1z
dζ1
dz

+
dζ1
dz

− iPrRe0ζ2 − iPrRe1ζ1 − iPrRe2 + R̃au0,

(3.46)

respectively. We insert the definitions ofζ1 and ζ2 into equation (3.45), evaluate the

integral and find

∫ 1/2

−1/2

(
iPr2Re3

0

(
z7

360
− z3

1920

)

+2PrRe0Re1

(
z4

6
− z2

8

)
+ iRe2z − iPrRe0

(
z3

6
− z

8

))
dz = 0 (3.47)

⇒ 2PrRe0Re1

[
z5

30
− z3

24

]1/2

−1/2

= 0 (3.48)

⇒ − PrRe0Re1

120
= 0, (3.49)

where again the integrals of the odd functions vanish. ThusRe1 = 0 sincePr andRe0

are both non-zero. By inserting the definitions ofζ1, ζ2 andu0 into equation (3.46) and

applying the boundary and normalisation conditions, we find

ζ3 = iPr3Re3
0

(
z9

36288
− z5

115200
+

z

573440

)

− iRe0

(
Pr − R̃a(1 + Pr)

)( z5

120
− z3

48
+

5z

384

)
− iPrRe2

(
z3

6
− z

8

)
. (3.50)

We are now able to find an expression forRe2 using equation (3.31) atO(k4), which is

∫ 1/2

−1/2

(iRe0zζ3 + iRe2zζ1 + iRe3z + ζ2) dz = 0. (3.51)

We insert the expressions forζ1, ζ2 andζ3 into equation (3.51) and evaluate the integral

to find

∫ 1/2

−1/2

(
−Pr3Re4

0

(
z10

36288
− z6

115200
+

z2

573400

)

+Re2
0(Pr − R̃a(1 + Pr))

(
z6

120
− z3

48
+

5z2

384

)
+ 2PrRe0Re2

(
z4

6
− z2

8

)

+Pr2Re2
0

(
z6

360
− z2

1920

))
dz = 0 (3.52)
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⇒ − 41Pr3Re4
0

319334400
+

17Re2
0(Pr − R̃a(1 + Pr))

20160
− PrRe0Re2

60
− Pr2Re2

0

26810
= 0

(3.53)

⇒ Re2 =

√
30

Pr

[
17

168

(
1 − R̃a(1 + Pr)

Pr

)
− 5Pr

792

]
. (3.54)

where we have substituted forRe0 from equation (3.43). We have now acquired the

leading order term,Re0, and the first non-zero correction term,Re2 in the expansion for

Re. Hence from equation (3.25) we find

Re ≈ Re0 + k2Re2 =

√
120

Pr
+ k2

√
30

Pr

[
17

168

(
1 − R̃a(1 + Pr)

Pr

)
− 5Pr

792

]
, (3.55)

which yields an approximation to the Reynolds number givenPr, R̃a and a smallk.

The form of this expression forRe is able to explain the dependence of the critical

wavenumber onPr as seen in section 2.7. For a given Prandtl number theRe0 term in the

expression forRe given by (3.55) gives an approximation to the critical Reynolds number.

For example, withPr = 1 we haveRe0 = 10.9545, which is in excellent agreement with

the numerics discussed in section 2.6. The second term of equation (3.55) then gives an

adjustment to the leading order value forRe. The sign of this term determines whether

kc = 0 or not. If, for a givenPr andR̃a, the value ofRe2 is positive then the adjustment

toRe0 can only serve to increase the Reynolds number and hence the preferred value ofk

to minimiseRe is k = 0 as expected given the numeric results from section 2.6. However,

if the value ofRe2 is negative (again for givenPr andR̃a) a non-zerok must be preferred

as the inclusion of this term now lowers the Reynolds number from theRe0 value.

Table 3.2 displays quantities forRe0 andRe2, given by equation (3.55), for various values

of Pr andR̃a. SinceRe0 is independent of̃Ra, this only varies withPr and the values

predicted for the Reynolds number match the numerics of table2.3 very well. We notice

that for most combinations ofPr andR̃a the value ofRe2 is positive, confirming that

kc = 0 andRec = Re0. Hence whenRe2 > 0 this asymptotic theory is able to predict

accurate values for the critical wavenumber and critical Reynolds number. However for

certain choices of the parameters we obtain negative valuesfor Re2 indicating that there

is a non-zero minimising value ofk. This was seen in the numerics where we recall from

figure 2.6 that there was a non-zerokc for Pr = 50 andRa = −1. The equivalent

values of the Prandtl and Rayleigh numbers in the asymptotic theory (Pr = 50 and
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R̃a = −1) give a negative value ofRe2 agreeing with the numerics that there is a non-

zero minimisingk. From the results of table 3.2 it is also evident that for increasingly

negative values of the Rayleigh number, the Prandtl number isrequired to be increasingly

large for a non-zero minimising wavenumber. Thus for a givenR̃a there is a critical value

of the Prandtl number,Prc, for whichkc 6= 0 if Pr > Prc.

Re2

Pr Re0 R̃a = 0 R̃a = −1 R̃a = −10 R̃a = −1000

0.1 34.64102 1.74174 21.02111 194.53549 19281.11679

1 10.95445 0.51966 1.62815 11.60453 1109.00579

10 3.46410 0.065920 0.25871 1.99386 192.85967

50 1.54919 −0.16612 −0.086175 0.63337 79.78332

100 1.09545 −0.29036 −0.23438 0.26943 55.68819

Table 3.2:Values forRe0 andRe2 for various Prandtl and Rayleigh numbers as given by the expression

in equation (3.55).

This asymptotic theory is unable to predict the critical wavenumber and critical Reynolds

number whenRe2 < 0 (for given R̃a andPr) without including higher order terms,

which would give anO(k4) term in equation (3.55). However, it does indicate the values

of the Prandtl and Rayleigh numbers for which we would expect to find a non-zero critical

wavenumber.

3.3 Small wavenumber asymptotics 2: Fixed Reynolds

number

In this section we develop a second asymptotic theory with small kx and stress-free

boundaries. This theory enables us to predict the Rayleigh numbers and eigenfunctions

found in the numerics of section 2 very well, givenPr andRe. This section differs from

section 3.2, which, although also considered smallkx, predicted the critical Reynolds

number for the onset of baroclinic instability, givenPr andRa. Here, given aPr and

aRe, the theory approximates the value ofRa required for growing baroclinic modes to

appear. In this theory we expand the Rayleigh number in terms of a small parameter and
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assume that the Reynolds number is an input parameter, also incontrast to section 3.2.

We introduce a small parameterǫ, measuring the magnitude of the horizontal

wavenumbers since the numerics suggest that bothkx and ky are zero for baroclinic

instabilities at onset (see figure 2.5(a)). As discussed in section 2.6 and indicated by the

results of table 2.2, the numerics inform us that the Rayleighnumber is proportional tok2
x.

Hence we set̃Ra = R̂a/k2
x and we also use the same expansions for the eigenfunctions

as those in section 3.2, albeit now in terms ofǫ, since we are considering the same small

kx limit. Hence we consider the following expansions:

kx = ǫk̂x, ky = ǫk̂y, (3.56)

ζ̃ =
∞∑

n=0

ǫnζn = ζ0 + ǫζ1 + ǫ2ζ2 + · · ·, (3.57)

ũz =
∞∑

n=0

ǫn+1un = ǫ
(
u0 + ǫu1 + ǫ2u2 + · · ·

)
, (3.58)

θ̃ =
∞∑

n=0

ǫn+1θn = ǫ
(
θ0 + ǫθ1 + ǫ2θ2 + · · ·

)
, (3.59)

k2
xR̃a = R̂a =

∞∑

n=0

ǫnRan = Ra0 + ǫRa1 + ǫ2Ra2 + · · ·, (3.60)

where we assume thatRa0 < 0 since we are considering marginal baroclinic instabilities

in this asymptotic expansion, which have a negative Rayleighnumber. Note that the

expansion variablesζn andun in the above expansions are not the same as those of section

3.2. However, we have the same boundary and normalisation conditions as in section 3.2,

which are given by equations (3.26 - 3.28). We sets = 0 for the same reason discussed at

the start of section 3.1 and we insert the expansions given byequations (3.56 - 3.60) into

equations (3.4 - 3.6) to give

(
iǫk̂xRez + ǫ2k̂2 − d2

dz2

)(
ζ0 + ǫζ1 + ǫ2ζ2

)
= ǫ

d

dz

(
u0 + ǫu1 + ǫ2u2

)
, (3.61)

d

dz

(
ζ0 + ǫζ1 + ǫ2ζ2

)
= −ǫk̂2(Ra0 + ǫRa1 + ǫRa2)

(
θ0 + ǫθ1 + ǫ2θ2

)
, (3.62)

(
iǫk̂xPrRez + ǫ2k̂x −

d2

dz2

)
ǫ
(
θ0 + ǫθ1 + ǫ2θ2

)
= ǫ
(
u0 + ǫu1 + ǫ2u2

)

− iǫk̂xPrRe

k̂2(Ra0 + ǫRa1 + ǫ2Ra2)

(
ζ0 + ǫζ1 + ǫ2ζ2

)
.

(3.63)

Now we consider the resulting equations at increasing orderin ǫ; that isO(ǫn) for n ∈ N0.
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If we first take equation (3.61) atO(1) we have

d2ζ0
dz2

= 0, (3.64)

which yields

ζ0 = 1, (3.65)

for the same reasons discussed in section 3.2. Once again this choice ofζ0 satisfies the

stress-free boundary conditions and normalisation condition on ζ̃ given by (3.27) and

(3.28), and so no thin boundary layer to match these conditions is required. Also, as seen

in section 3.2, a consequence of this choice ofζ0 is

ζn(0) = 0 ∀n > 0. (3.66)

Next we consider equations (3.61 - 3.63) atO(ǫ) and we find that

ik̂xRez −
d2ζ1
dz2

=
du0

dz
, (3.67)

dζ1
dz

= −Ra0θ0, (3.68)

−d2θ0

dz2
= u0 −

ik̂xRePr

Ra0

, (3.69)

where we have used equation (3.65). We integrate (3.67) to give

ik̂xRez
2

2
− dζ1

dz
= u0 + c2, (3.70)

and if we evaluate this equation at either boundary we find that

c2 =
ik̂xRe

8
, (3.71)

using equations (3.26) and (3.27). We can substitute foru0 and ζ1 in equation (3.69),

using equations (3.70) and (3.68) respectively, to find

− d2θ0

dz2
=

ik̂xRez
2

2
− dζ1

dz
− ik̂xRe

8
− ik̂xRePr

Ra0

(3.72)

⇒ d2θ0

dz2
+Ra0θ0 = − ik̂xRez

2

2
+

ik̂xRe

8
+

ik̂xRePr

Ra0

. (3.73)

This is a second order inhomogeneous ordinary differentialequation (ODE) inθ0 of which

the solution to the homogeneous part is

θH
0 = A sinh

(√
−Ra0z

)
+B cosh

(√
−Ra0z

)
(3.74)
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since we are assuming thatRa0 < 0. We then assume that the particular solution takes

the form: θP
0 = c3z

2 + c4, substitute into equation (3.73) to findc3 andc4 and then the

general solution forθ0 is

θ0 = θH
0 +θP

0 = A sinh
(√

−Ra0z
)
+B cosh

(√
−Ra0z

)
− ik̂xRez

2

2Ra0

+
ik̂xRe

Ra0

(
1 + Pr

Ra0

+
1

8

)
.

(3.75)

Due to the symmetry of the boundary conditions we must have thatA = 0 so that in fact

θ0 = B cosh
(√

−Ra0z
)
− ik̂xRez

2

2Ra0

+
ik̂xRe

Ra0

(
1 + Pr

Ra0

+
1

8

)
, (3.76)

u0 = BRa0 cosh
(√

−Ra0z
)

+
ik̂xRe

Ra0

(1 + Pr), (3.77)

ζ1 = B
√

−Ra0 sinh
(√

−Ra0z
)

+
ik̂xRez

3

6
− ik̂xRez

(
1 + Pr

Ra0

+
1

8

)
, (3.78)

where the expressions foru0 and ζ1 have been found via equations (3.69) and (3.68)

respectively. We have integrated to obtainζ1 but any constant of integration in (3.78)

must vanish due to the normalisation condition given by (3.65). We can also determine

B by considering the no penetration condition on this expression for u0. Hence, at either

boundary, we have

0 = BRa0 cosh
(√

−Ra0/2
)

+
ik̂xRe

Ra0

(1 + Pr) (3.79)

⇒ B =
−ik̂xRe(1 + Pr)

Ra2
0 cosh

(√
−Ra0/2

) . (3.80)

With this expression forB we have acquired the complete expressions forζ1, u0 andθ0,

given by equations (3.76 - 3.78).

Thus we now look at the next order inǫ. From equation (3.61) atO(ǫ2) we find

ik̂xRezζ1 + k̂2 − d2ζ2
dz2

=
du1

dz
(3.81)

⇒ ik̂xReB
√
−Ra0z sinh

(√
−Ra0z

)
− k̂2

xRe
2z4

6
+

k̂2
xRe

2z2

(
1 + Pr

Ra0

+
1

8

)
+ k̂2 − d2ζ2

dz2
=

du1

dz
(3.82)

where we have substituted the form ofζ1 from equation (3.78). We now integrate this
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equation to give

ik̂xReBz cosh
(√

−Ra0z
)
− ik̂xReB sinh

(√
−Ra0z

)
√
−Ra0

− k̂2
xRe

2z5

30

+
k̂2

xRe
2z3

3

(
1 + Pr

Ra0

+
1

8

)
+ k̂2z − dζ2

dz
= u1, (3.83)

where again there is no constant of integration due to the symmetry of the boundary

conditions. If we now evaluate this equation at either boundary, the final two terms vanish

and we obtain

k̂2
xRe

2(1 + Pr)

2Ra2
0

− k̂2
xRe

2(1 + Pr) tanh
(√

−Ra0/2
)

√
−Ra0Ra2

0

− k̂2
xRe

2

960
(3.84)

+
k̂2

xRe
2

24

(
1 + Pr

Ra0

+
1

8

)
+
k̂2

2
= 0

⇒ 1 + Pr

Ra2
0

− 2(1 + Pr) tanh(
√
−Ra0/2)√

−Ra0Ra2
0

+
1 + Pr

12Ra0

+
1

120
+

1

Re2

(
1 +

k2
y

k2
x

)
= 0,

(3.85)

where we have substituted forB from equation (3.80). Since the wavenumbers only

appear as the ratio of̂kx and k̂y we have been able to drop the circumflexes on them

using their definitions from equation (3.56). With this result we have derived a condition,

whichRa0 must satisfy, given values forPr, Re andky/kx. Equation (3.85) is solved

numerically forRa0 with results displayed in table 3.3.

If we first consider the casePr = 1, ky/kx = 0 andRe = 100 we can directly compare the

numeric results given by table 2.2 with the equivalent asymptotic results of table 3.3. We

find that the asymptotics predict the numerics very well. Forexample, at asymptotically

small azimuthal wavenumber table 2.2 shows that the Rayleighnumber at onset will tend

towards the value−9.6577E−2k−2
x . We see from table 3.3 that the value ofRa0 predicted

for the(Re, ky/kx) = (100, 0) case is−9.6578. When recalling thatRa has been scaled

asRa = E−2k−2
x Ra0 in the asymptotics we see that this gives excellent agreement.

In fact, for modes withky/kx = 0 the asymptotics predict thatRa0 is converging to

approximately−9.9 with increasing zonal flow, which is also in excellent agreement with

the numerics. Also of note is that equation (3.85) has no negative Ra0 solutions for

Re < 10.9496. As a result of this the asymptotic results, in table 3.3, predict only modes

with Ra0 > 0 for Re = 10. This again agrees with the numerics as baroclinic instabilities

were found to decay, in thePr = 1 case, for values of the Reynolds number less than
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approximately10.95. Hence the asymptotics are predicting a very similar critical value

of the Reynolds number that was found in the numerics.

More generally, table 3.3 shows that asRe is increased the value ofRa0 required for

instability becomes smaller and then more negative once it changes sign. Additionally,

largerPr allows onset with smaller values ofRe. The asymptotics of table 3.3 also predict

that increasingky only serves to stabilise the system by increasing the Rayleigh number

at onset in all cases. This matches the numerics as describedin section 2.7 where for a

non-zero Reynolds number the preference for instability wasky = 0.

Ra0

Re ky/kx Pr = 0.1 Pr = 1 Pr = 10

10

0 4.9382 0.8983 −39.6579

0.1 4.9649 0.9470 −39.3883

1 6.6795 4.0672 −22.1361

30

0 0.2906 −7.5633 −86.4877

0.1 0.3019 −7.5633 −86.4877

1 1.3001 −5.7250 −76.3117

100

0 −0.8594 −9.6578 −98.0825

0.1 −0.8581 −9.6555 −98.0696

1 −0.7335 −9.4285 −96.8131

1000

0 −0.9870 −9.8903 −99.3692

0.1 −0.9870 −9.8903 −99.3691

1 −0.9857 −9.8879 −99.3561

Table 3.3:Values forRa0 found by solving equation (3.85) for various values ofRe, ky/kx andPr.

In figure 3.1 we have plotted the fields predicted by the lowestorder asymptotics as

given by equations (3.65), (3.76) and (3.77) scaled usinguz = Eu0, θ = Eθ0 in order

to compare with the equivalent parameter values at point×2 from figure 2.1(a). By

comparing this plot with that of 2.2(b) we can clearly see that the small wavenumber

asymptotic theory is also predicting the correct form and magnitude of the fields. The

asymptotics continue to predict the correct form ofζ, uz and θ for both larger and

smaller values of the Reynolds number. In the latter case the onset parameter becomes

the Rayleigh number,Ra∗.
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Figure 3.1: Eigenfunction plots as predicted by the small wavenumber asymptotic theory of section

3.3. This is the equivalent of point×2 from figure 2.1(a) whereE = 10−4, Pr = 1, Ra = −106,

Re = Re∗ ≡ 10.9599, kx = 0.1 andky = kyc
= 0.

3.4 Relation to the Eady problem

We have seen how baroclinic instabilities have arisen in ourmodel throughout this chapter

and the last. In this section we consider how the equations wehave derived in the small

Ekman number limit relate to the governing equations of the Eady problem (Eady, 1949),

which is a classic problem involving the baroclinic instability. We discussed the origin of

the baroclinic instability in section 1.5 where we recall that it can occur when surfaces of

constant pressure and constant density do not coincide. This is equivalent to the density

taking the form given in equation (1.48). In our current setup (see equations (1.13) and

(2.15)) we have that density is related to the temperature such that

ρ = ρ0(1 − αT0) (3.86)

⇒ ρ = ρ0

(
1 − α

(
βd

2
− βz − 2ΩU ′

0y

gα

))
, (3.87)

which is of the form of equation (1.48) with

a = 1 − αβd

2
, δ = −αβ, λ = −2ΩU ′

0

gαβ
. (3.88)

We see from this form ofρ that whenβ > 0 the fluid is not stably stratified since

density increases withz and we would expect thermal instabilities to dominate. However,

whenβ < 0 the fluid is stably stratified and although thermal instabilities will not occur,

baroclinic instabilities will be possible.

The small Ekman number equations (3.4 - 3.6) are related to the quasi-geostrophic

(QG) equations used in atmospheric science (see, for example, Pedlosky, 1987). The

geostrophic component of the velocity is given by2Ω(uG
x , u

G
y ) = (−∂p/∂y, ∂p/∂x), as
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seen by equation (45.25) of Drazin & Reid (1981). Hence, from equation (2.51),

ζ =
∂uG

y

∂x
− ∂uG

x

∂y
(3.89)

=
1

2Ω

(
∂2p

∂x2
+
∂2p

∂y2

)
(3.90)

= −k
2p

2Ω
, (3.91)

and the pressure perturbation is simply proportional to thevertical vorticity. Thus

equation (3.5) is simply the hydrostatic equation used in the QG approximation, where

vertical accelerations are neglected. In section 1.3 we mentioned that the parameter often

used to determine whether a system is rapidly rotating is theRossby number, defined by

equation (1.20). The terms containingky in equations (3.1) and (3.3) are also dropped

in the Eady problem when the small Rossby number limit is taken, see section 45 of

Drazin & Reid (1981). The equivalent limit here, which isReE << 1, has been taken

by considering finiteRe andE → 0 resulting in equations (3.4 - 3.6). If we take the

z-derivative of (3.6) and eliminatẽuz andθ̃ using (3.4) and (3.5), we obtain

(
sPr + ikxPrRez + k2 − d2

dz2

)
dθ̃

dz
+ ikxPrReθ̃ =

dũz

dz
− ikxPrRe

k2R̃a

dζ̃

dz
(3.92)

⇒
(
sPr + ikxPrRez + k2 − d2

dz2

)( −1

k2R̃a

d2ζ̃

dz2

)
− ikxPrRe

k2R̃a

dζ̃

dz
(3.93)

=

(
s+ ikxRez + k2 − d2

dz2

)
ζ̃ − ikxPrRe

k2R̃a

dζ̃

dz

⇒
(
sPr + ikxPrRez + k2 − d2

dz2

)
d2ζ̃

dz2
+

(
s+ ikxRez + k2 − d2

dz2

)
R̃aζ̃ = 0.

(3.94)

In the QG approximation, diffusion is usually ignored, which is the case in the Eady

problem. Hence thek2 −d2/dz2 terms, which arise from the dissipative terms (originally

involving ν andκ) are dropped in (3.94). This then leads to the classical Eadyequation

(s+ ikxRez)

(
d2ζ̃

dz2
+
R̃a

Pr
ζ̃

)
= 0, (3.95)

which is equivalent to equation (45.28) of Drazin & Reid (1981). The only boundary

condition to survive the neglect of diffusion is̃uz = 0, which, from equation (3.6), leads
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to

(sPr + ikxPrRez) θ̃ = − ikxPrRe

k2R̃a
ζ̃ (3.96)

⇒ (s+ ikxRez)
dζ̃

dz
= ikxReζ̃, on z = ±1

2
, (3.97)

where we have, again, dropped the diffusion terms and substituted for θ̃ from equation

(3.5). Equation (3.97) is equivalent to the boundary condition given by equation (45.30)

of Drazin & Reid (1981). Instability in the Eady problem occurs as an oscillatory mode,

ℑ[s] ≡ ω 6= 0. The relevant part of our parameter space to the Eady problemis whereRe

is large, since then the viscosity is small. There we do indeed find oscillatory baroclinic

modes to the right of the green lines in figure 2.1. One such mode is displayed in figure

2.2(c), point×3. Therefore our theory agrees with the results of the Eady problem when

the relevant rapidly rotating, inviscid limit is taken.
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Chapter 4

A linear theory for the annulus model

In chapters 2 and 3 we have investigated convection in the simplest of models, that of

the plane layer. Plane layer models are relevant to certain regions of astrophysical and

geophysical bodies, namely polar regions. However they canonly give an insight into the

nature of convection and, in particular, do not take into account the fact that the boundaries

in the spherical geometry of planetary bodies are not flat. Ideally, investigations would

always be performed in spherical geometry. The linear theory of convection in spheres

and spherical shells has now been comprehensively investigated. Roberts (1968) and

Busse (1970) derived some of the basic principles and the small Ekman number limit was

discussed by Joneset al. (2000) and Dormyet al. (2004). However, performing three-

dimensional simulations in spherical geometry can be computationally expensive. It is

for this reason that quasi-geostrophic models have been developed to reduce the number

of dimensions in the problem. The quasi-geostrophic approximation takes advantage of

the strong Coriolis force in rapidly rotating systems in order to ignore thez-structure

of the vertical vorticity of the system (Gillet & Jones, 2006). One such model that has

been widely used, due to its ability to replicate results seen in fully three-dimensional

simulations, is the Busse annulus (Busse, 1970). This model has the rotation axis and

the direction of gravity orthogonal to one another. Thus it is relevant to the region of the

Earth’s core outside the tangent cylinder and also to the atmospheres of the gas giants.

Much pioneering work in developing the annulus model as a model for geophysical and

astrophysical bodies was completed by Busse and collaborators in a series of papers

(Busse, 1970; Busse & Or, 1986; Busse, 1986; Or & Busse, 1987; Schnaubelt & Busse,
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1992). Magnetic instabilities within an annulus model havealso been investigated by

Hutcheson & Fearn (1995) though we continue to consider the non-magnetic case here.

Our work on the Busse annulus, throughout the next two chapters, maintains an interest

in the interaction between convection and zonal flows. We postpone a more in depth

discussion of previous work on this subject, especially non-linear results, to chapter 5,

although we shall briefly discuss the linear theory in section 4.2. For this chapter it suffices

to know that the Busse annulus replicates several of the key aspects of convection in

spherical geometry. For example, convection in the annulusoccurs in the form of tall thin

columns which onset as thermal Rossby waves (Busse & Or, 1986).This is in agreement

with the linear theory of convection at onset in spherical geometry (Joneset al., 2000;

Dormy et al., 2004). Additionally, of particular relevance to the subject of this thesis is

the non-linear model’s ability to develop large zonal flows which may have a multiple jet

structure (see, for example, Joneset al., 2003).

In this chapter we discuss the effects of adding an azimuthalzonal flow to the basic state

of the Busse annulus by considering the linear theory. Lineartheories cannot produce

zonal flows since they are generated by the non-linear interaction of the small-scale

perturbations as evidenced by their lack of appearance in Joneset al. (2000) and Dormy

et al. (2004). However, by adding the zonal flow to the basic state wecan investigate

whether such flows of various magnitude and form aid or hinderthe onset of convection.

In addition to this motivation, we are also aware from our discussion in section 1.1 that

zonal flows occur in astrophysical bodies such as the Earth and the gas giants. It is also

worth noting that in this chapter we will essentially be considering the analogous study

to chapters 2 and 3 but for the annulus model rather than a plane layer model. Thus, it is

also sensible to consider this linear theory in order to compare with that of the plane layer

geometry.

We begin in section 4.1 with a mathematical description of the problem, which includes a

general derivation of our equations. Therefore we retain non-linear terms in the derivation

for later use in chapter 5. We then describe how we solve the linear stability problem in

section 4.2 and discuss the limits that have been consideredin previous work. In sections

4.3 and 4.4 we discuss novel results for the linear theory of the annulus model with an

imposed azimuthal zonal flow for two different flow patterns.
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4.1 Mathematical setup

We begin with a description of the mathematical setup of the problem. We consider a

fluid filled cylindrical annulus with inclined bounding surfaces for the top and bottom

lids. These top and bottom end surfaces are sloped in opposite directions so that the outer

cylinder is shorter than the inner cylinder. The mean radiusof the annulus isr0, the gap

between the two cylinders, referred to as the width isD and the height of the annulus at

the outer cylindrical wall isL. The annulus rotates about the axial direction with angular

velocityΩ and a temperature difference of∆T is maintained between the two walls such

that the outer and inner walls are at temperaturesT = 0 andT = ∆T respectively. We

also take the gravity force to be acting radially inward and the annular end walls make an

angleχ to the horizontal.

The setup described here is, as desired, representative of aplanetary atmosphere or the

region of the Earth’s outer core outside the tangent cylinder. This is because the annulus

model exhibits key properties of these spherical physical regions including gravity acting

perpendicular to the rotation axis (true near equatorial regions) and sloped ‘horizontal’

boundaries representing the curvature of the outer boundaries of the spherical bodies.

This is contrast to the plane layer model discussed in chapters 2 and 3 which is relevant

to the polar regions of geophysical and astrophysical bodies.

In fact, the annulus model acts as the simplest model of convection in spherical geometry

that includes the effects of rotation. This is because the model allows near geostrophic

flow, which is the case in a sphere. We saw in chapter 1 how the Taylor-Proudman

theorem is effectively a consequence of the condition for geostrophic motion where the

Coriolis force is balanced exactly by the pressure gradient.In section 1.3 we discussed

how, as a result of the Taylor-Proudman theorem, tall thin columns are the preference in

spherical geometry. These tall thin columns are also found at the onset of convection in

the annulus model. The annulus model does however have some disadvantages due to

its simplistic nature. For example, although the end wall boundaries are sloped in order

to mimic spherical geometry, in reality they would, of course, be curved. By omitting

the curvature of these boundaries we neglect any preferencethat there may be for waves

to propagate in one azimuthal direction over the other. Thus, with sloped boundaries

we cannot distinguish between eastward and westward propagating waves (Busse & Or,
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1986).

Another difference between the model discussed here and theplane layer model of

chapters 2 and 3 is the origin of the zonal flow itself. In the plane layer model the

basic state zonal flow was driven as a thermal wind by a radially dependent temperature

gradient. However, in the annulus model the zonal flow can be maintained by geostrophic

balance since azimuthal flows can be geostrophic. Hence we envisage a zonal flow driven

by non-linear interactions (specifically the Reynolds stresses), which is then maintained

by the geostrophic basic state.

The natural choice of coordinate system for the annulus model would be cylindrical polar

coordinates:(r, φ, z). However, by making the small-gap approximation ofD/r0 ≪ 1

the curvature terms of cylindrical polars can be neglected and we are able instead to

choose a Cartesian coordinate system. Therefore we choose coordinates such thatx is the

azimuthal coordinate and increases eastwardly (acting likeφ) and0 ≤ y ≤ D is the radial

coordinate (acting like−r). The axial coordinate,z, remains unchanged from cylindrical

polars and ranges from−L/2 to L/2. Hence, gravity acts in the positivey-direction and

the direction of rotation is in thez-direction so thatg = gŷ andΩ = Ωẑ. The setup

described above is shown in figure 4.1. The fluid is bounded within the annulus and

hence we must demand a no penetration condition on all boundaries. The no penetration

condition at the sloped end walls of the annulus is dependenton the inclination,χ, so that

cos(χ)uz ∓ sin(χ)uy = 0 on z ± L/2, (4.1)

from equation (1.17). Boundary conditions on the inner and outer cylindrical walls will

be discussed in the next section.

The linear theory of the annulus model was originally discussed and solved by Busse

(1970). In this work we go further by imposing an azimuthal zonal flow in the basic

state. The zonal flow takes the form of a radial shear and is thus solely dependent on the

y-coordinate so that

u0 = U0(y)x̂. (4.2)

This form of the zonal flow is, of course, similar to that of theplane layer model since it

acts azimuthally and the shearing is again radial, though this now requires ay rather than
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Figure 4.1:Diagram depicting the physical setup of the Busse annulus; taken from Abdulrahmanet al.

(2000).

z-dependence. The basic state vorticity in thez-direction is then

ζ0 = ẑ · ∇ × u0 = −dU0

dy
. (4.3)

The basic state temperature is given by

T0 =
∆Ty

D
, (4.4)

so thatT0 = 0 andT0 = ∆T at the outer and inner cylindrical walls respectively, as

discussed above.

We now derive a set of equations from equations (1.9), (1.15)and (1.16) following a

similar procedure to that of the aforementioned early annulus papers (see, for example,

Busse & Or, 1986). We use the vorticity equation (1.16) ratherthan the momentum

equation (1.14) since the former does not contain the pressure. In particular, we shall

use thez-component of equation (1.16), which is

∂Z

∂t
+ U · ∇Z − 2Ωẑ · ∂U

∂z
= −gα∂T

∂x
+ ν∇2Z, (4.5)

whereZ is thez-component of the vorticity. Here we have substituted the definitions

of Ω andg discussed above and ignored the(Z · ∇)U term in equation (1.16). This

is justified since we are interested in the small Rossby numberlimit of rapid rotation

where the planetary vorticity2Ω dominates over the fluid vorticityZ. Additionally, the

vorticity acts only in thez-direction (as we shall see later) so that(Z ·∇)U produces only

a z-derivative acting onU. The quantity∂U/∂z will be small because the length scale
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in the horizontal direction is much shorter than that of the vertical direction due to the

rapid rotation. Conversely, the term(U · ∇)Z is retained since it consists of horizontal

derivatives of the vorticity which are not small in general.

We perturb around the basic state to acquire a set of equations similar to those of Busse but

now with several terms involvingU0. Although this chapter deals with the linear theory

of the model, in this derivation we retain the non-linear terms for later use in chapter 5.

However, we note that when considering the non-linear theory in the following chapter

we must setU0 = 0 in these equations. Similarly, the non-linear terms appearing in the

derived equations will be dropped in this chapter from section 4.2 onwards.

We begin the derivation by perturbing so thatU = u0+u, T = T0+θ andZ = ζ0+ζ. We

assume thatχ≪ 1 and hence the boundaries are nearly flat, the flow is nearly geostrophic

andz-component of the velocity is small compared with the horizontal components. This

allows us to make the ansatz

u = −∇× ψ(x, y)ẑ + uzẑ (4.6)

= −∂ψ
∂y

x̂ +
∂ψ

∂x
ŷ + uzẑ, (4.7)

where the vertical velocity,uz, is a small ageostrophic part of the flow of orderχ. Also,

in the limit of smallχ, the end wall boundary conditions, given by equation (4.1),become

uz = ±χuy on z = ±L/2. (4.8)

We substitute the perturbed forms ofU, T andZ into equation (4.5) to give

∂ζ

∂t
+ U0

∂ζ

∂x
+ uy

∂ζ0
∂y

+ ux
∂ζ

∂x
+ uy

∂ζ

∂y
− 2Ω

∂uz

∂z
= −gα∂θ

∂x
+ ν∇2ζ (4.9)

⇒ ∂ζ

∂t
+ U0

∂ζ

∂x
+
∂ψ

∂x

∂ζ0
∂y

+
∂ψ

∂x

∂ζ

∂y
− ∂ψ

∂y

∂ζ

∂x
− 2Ω

∂uz

∂z
= −gα∂θ

∂x
+ ν∇2ζ (4.10)

⇒ ∂ζ

∂t
+ U0

∂ζ

∂x
− d2U0

dy2

∂ψ

∂x
+
∂(ψ, ζ)

∂(x, y)
− 2Ω

∂uz

∂z
= −gα∂θ

∂x
+ ν∇2ζ, (4.11)

where we have substituted forux anduy in terms ofψ using equation (4.7) and substituted

for ζ0 using equation (4.3). Here we have also introduced the Jacobian defined as

∂(h1, h2)

∂(x, y)
=
∂h1

∂x

∂h2

∂y
− ∂h2

∂x

∂h1

∂y
, (4.12)

for some functionsh1 andh2.
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In order to eliminateuz we note that the onlyz-dependence of equation (4.11) appears in

theuz term and thus we integrate overz (betweenz = −L/2 andz = L/2) to give

L
∂ζ

∂t
+ LU0

∂ζ

∂x
− L

d2U0

dy2

∂ψ

∂x
+ L

∂(ψ, ζ)

∂(x, y)
− 2Ω[uz]

L/2
−L/2 = −Lgα∂T

∂x
+ Lν∇2ζ

(4.13)

⇒ ∂ζ

∂t
+ U0

∂ζ

∂x
− d2U0

dy2

∂ψ

∂x
+
∂(ψ, ζ)

∂(x, y)
− 4χΩ

L

∂ψ

∂x
= −gα∂T

∂x
+ ν∇2ζ, (4.14)

where we have used the fact thatuz = ±χuy = ±χ∂ψ/∂x on z = ±L/2 from equation

(4.8). By using this form foruz we have implicitly assumed that the boundaries are also

stress-free. In order to use rigid boundaries we must incorporate the effects of an Ekman

layer, which we shall consider in chapter 5.

We must also consider the heat equation and so we substitute the perturbed forms ofU

andT into equation (1.15) to give

∂θ

∂t
+ U0

∂θ

∂x
+ uy

∂T0

∂y
+ ux

∂θ

∂x
+ uy

∂θ

∂y
= κ∇2θ (4.15)

⇒ ∂θ

∂t
+ U0

∂θ

∂x
+

∆T

D

∂ψ

∂x
+
∂(ψ, θ)

∂(x, y)
= κ∇2θ. (4.16)

If we take the curl of equation (4.7) we also find that the vorticity can be written in terms

of ψ since

ζ ≡ ∇× u = −∇×∇× ψẑ (4.17)

= −∇(∇ · ψẑ) + ∇2ψẑ (4.18)

= ∇2ψẑ, (4.19)

where we have used equation (A.2) and neglecteduz, which is small compared toψ.

Hence the vertical vorticity is

ζ = ∇2ψ. (4.20)

We non-dimensionalise using length scaleD, the viscous timescaleD2/ν and the

temperature scaleν∆T/κ. We also suppose that our zonal flow has a typical velocity

of U∗. Hence we substitute the formulae:{x, y} → D{x̃, ỹ}, t → t̃D2/ν, ψ → ψ̃ν,

ζ → ζ̃ν/D2, θ → θ̃ν∆T/κ andU0 → Ũ0U
∗ into equations (4.14) and (4.16) to give

ν2

D4

∂ζ̃

∂t̃
+
νU∗U0

D3

∂ζ̃

∂x̃
− νU∗U ′′

0

D3

∂ψ̃

∂x̃
+
ν2

D4

∂(ψ̃, ζ̃)

∂(x̃, ỹ)
− 4χΩν

DL

∂ψ̃

∂x̃
= −gαν∆T

Dκ

∂θ̃

∂x̃
+
ν2

D4
∇2ζ̃ ,

(4.21)

ν2∆T

κD2

∂θ̃

∂t̃
+
ν∆TU∗U0

κD

∂θ̃

∂x̃
+
ν∆T

D2

∂ψ̃

∂x̃
+
ν2∆T

κD2

∂(ψ̃, θ̃)

∂(x̃, ỹ)
=
ν∆T

D2
∇2θ̃. (4.22)
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We can tidy up these equations by introducing dimensionlessparameters and dropping

the tildes to give

∂ζ

∂t
+ReU0

∂ζ

∂x
+
∂(ψ, ζ)

∂(x, y)
− (β +ReU ′′

0 )
∂ψ

∂x
= −Ra∂θ

∂x
+ ∇2ζ, (4.23)

Pr

(
∂θ

∂t
+ReU0

∂θ

∂x
+
∂(ψ, θ)

∂(x, y)

)
= −∂ψ

∂x
+ ∇2θ, (4.24)

where the beta parameter,β, Prandtl number,Pr, Rayleigh number,Ra, and Reynolds

number,Re, are defined as

β =
4χΩD3

νL
, Pr =

ν

κ
, Ra =

gα∆TD3

νκ
, Re =

DU∗

ν
. (4.25)

In the annulus model the beta parameter effectively acts as an inverse Ekman number

(compare with equation (2.32)) and therefore in the limit ofrapid rotation we expectβ to

be large. The other three parameters are equivalent to thosein the plane layer model of

chapters 2 and 3 with slight changes to account for the annulus geometry (again compare

with equation (2.32)).

From equation (4.20) we can also eliminateζ in equation (4.23) to leave a just two

equations for two unknowns,ψ andθ:

∂∇2ψ

∂t
+ReU0

∂∇2ψ

∂x
+
∂(ψ,∇2ψ)

∂(x, y)
− (β +ReU ′′

0 )
∂ψ

∂x
= −Ra∂θ

∂x
+ ∇4ψ, (4.26)

Pr

(
∂θ

∂t
+ReU0

∂θ

∂x
+
∂(ψ, θ)

∂(x, y)

)
= −∂ψ

∂x
+ ∇2θ. (4.27)

Equations (4.26 - 4.27) are a coupled set of partial differential equations that describe the

time evolution of the fluid flow and temperature perturbations in the annulus model where

the basic state has an azimuthal zonal flow given byU0(y). We note that ifU0 = 0 the

equations are equivalent to those derived in previous literature. In particular, compare

with equations (2.8a) and (2.8b) from Busse & Or (1986). If we additionally demand

thatβ = 0 we note that equations (4.26 - 4.27) reduce down to the basic equations for

Rayleigh-B́enard convection. This is because the rotation enters only though theβ term.

4.2 Numerical method and the solution in two limits

We wish to perform a linear stability analysis of the mathematical setup we have derived

in section 4.1. To do this we drop the non-linear terms in equations (4.26 - 4.27) and we
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choose thet andx-dependence of the solutions to be traveling waves resulting in a 1D

problem iny. Hence we choose the following form for our functions:

ψ = ψ̂(y) exp(st+ ikx), (4.28)

θ = θ̂(y) exp(st+ ikx), (4.29)

wheres is the complex growth rate. If we substitute these forms for the functions into

equations (4.26 - 4.27) and drop the non-linear Jacobian terms we acquire

s

(
d2

dy2
− k2

)
ψ̂ + ikReU0

(
d2

dy2
− k2

)
ψ̂ − ik(β +ReU ′′

0 )ψ̂ =

− ikRaθ̂ +

(
d2

dy2
− k2

)2

ψ̂, (4.30)

sPrθ̂ + ikPrReU0θ̂ = −ikψ̂ +

(
d2

dy2
− k2

)
θ̂. (4.31)

We now consider the boundary conditions. Since we have used the boundary conditions

on the sloped end walls in order to integratez out of the problem, the only boundaries left

to consider at those at the inner and outer walls of the cylinders. Equations (4.30 - 4.31)

form a sixth order system of equations and thus we require sixboundary conditions at

y = 0 andy = 1. As well as there being no penetration we also require these boundaries

to be stress-free and have constant surface temperature. Hence, by a similar argument to

that of section 2.2, aty = 0 andy = 1 we demand that

uy = 0 (no penetration), (4.32)

∂ux

∂y
= 0 (stress-free), (4.33)

θ = 0 (constant surface temperature), (4.34)

which using equation (4.7) and the form of the functions fromequations (4.28 - 4.29)

gives

∂ψ

∂x
= 0 ⇒ ψ̂ = 0, (4.35)

∂2ψ

∂y2
= 0 ⇒ d2ψ̂

dy2
= 0, (4.36)

θ̂ = 0. (4.37)

Therefore the six boundary conditions we impose ony = 0 andy = 1 are

ψ̂ =
d2ψ̂

dy2
= θ̂ = 0. (4.38)
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We now wish to solve the differential eigenvalue problem given by equations (4.30 - 4.31)

subject to the boundary conditions given by equation (4.38). However, we first note the

solutions to these equations in two important limits. The results discussed here are well

known and thus are not derived in detail.

The first limit is that of inviscid flow with no driving from buoyancy where the only

driving force then arises from the horizontal shear in the basic state. The viscosity is

small in the giant planets, as well as the Earth’s core, so this is a sensible limit to consider.

In this case the problem reduces to an example of a barotropicinstability discussed by,

for example, Vallis (2006). For an inviscid, homogeneous fluid we drop the heat equation

(4.31) and equation (4.30) becomes

(s+ ikReU0)

(
d2

dy2
− k2

)
ψ̂ − ik(β +ReU ′′

0 )ψ̂ = 0. (4.39)

This is Rayleigh’s equation (Rayleigh, 1880) in the presence of rotation; equivalent

to equation (6.20) of Vallis (2006). The regular basic statevorticity, ζ0 = −ReU ′

0,

of Rayleigh’s equation has been replaced by the (basic state)potential vorticity(PV):

q0 = −(βy +ReU ′

0). In fact, if we define the PV,q, as

q = ζ −ReU ′

0 − βy, (4.40)

then equation (4.23), in the absence of viscosity and buoyancy, can be written as

Dq

Dt
= 0, (4.41)

whereD/Dt is the material derivative. Thus, PV is conserved moving with the fluid when

friction and buoyancy are ignored. Some models attempt to explain the existence of zonal

flows and multiple jets in terms of PV when the flow is weakly forced (Marcus & Lee,

1998). In our full model the viscosity is small; the buoyancyforce however is not and so

we shall be considering a different regime.

Despite the relatively simple form of equation (4.39) it is difficult to solve analytically for

an arbitraryU0(y). However, by multiplying Rayleigh’s equation through by thecomplex

conjugate ofψ̂ and integrating over the domain we obtain:

∫ 1

0

ψ̂∗

(
d2

dy2
− k2

)
ψ̂dy =

∫ 1

0

ik(β +ReU ′′

0 )

σ + iω + ikReU0

|ψ̂|2dy. (4.42)
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The left-hand-side can be integrated by parts and applying the boundary conditions results

in an expression that is real. Hence the imaginary part of theright-hand-side must vanish

so that ∫ 1

0

ikσ(β +ReU ′′

0 )

σ2 + (ω + kReU0)2
|ψ̂|2dy = 0. (4.43)

In order for instability to occur the growth rate,σ, cannot vanish and therefore the quantity

β + ReU ′′

0 must change sign somewhere in the domain so that the integralcan cancel.

Equivalently, the PV must have a stationary value. This condition, known as Rayleigh’s

inflection-point criterion, in our notation can be written as

β +ReU ′′

0 = 0 somewhere in the domain. (4.44)

Fjørtoft (1950) added to this criterion by proving that the stationary value of the PV must

be a maximum. In our work we considerβ > 0 andRe > 0. Thus in order for equation

(4.44) to be satisfied we must have thatU ′′

0 < 0 somewhere in the domain. The Reynolds

number must also be large enough to overcome the rotational term. We therefore expect

the possibility of instabilities arising at large enoughRe, even with negative Rayleigh

number.

Another limit to discuss is the problem with no zonal flow in the basic state, which is

equivalent to the original annulus problem developed by Busse (1970). In the case with

U0 = 0, as already noted, equations (4.30 - 4.31) reduce to those ofthe Busse annulus

and the simple solution:

ψ̂ = sin(πy), θ̂ =
−ik

π2 + k2 + iωPr
ψ̂, (4.45)

arises provided

ω =
−βk

(1 + Pr)(π2 + k2)
and Ra =

(π2 + k2)3

k2
+

Pr2β2

(1 + Pr)2(π2 + k2)
. (4.46)

Here we have takens = iω so that we are looking at marginal stability andω is the

frequency of the disturbances at onset. These results provide significant information.

The form ofψ andθ shows that the preference is for convection cells that stretch across

the full radial extent of the annular layer. The expression for Ra here is the value of

the Rayleigh number for which modes with wavenumberk will onset. As usual, the

expression can be minimised overk in order to find a necessary condition (that is,Ra >

Rac) for instability to occur. We notice that the expression forRa in equation (4.46)
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resembles that of equation (2.68) for rotating plane layer convection. As in that case,

we can immediately note that the expression for the Rayleigh number is smallest when

rotation is removed; that is whenβ = 0. Thus rotation postpones the onset of convection

for all modes and therefore has a stabilising effect. In the rotating plane layer case we saw

that both steady and oscillating modes were possible at onset depending on the parameter

regimes. However, the convectionalwaysonsets as oscillatory modes in the annulus and

hence solutions withs = 0 are not possible, providedβ 6= 0. The expression forω is a

dispersion relation and whenβ = 0, we find that the convection which onsets is steady

sinceω = 0. However, withβ = 0 the problem has reverted to that of Rayleigh-Bénard

convection since the expression for the Rayleigh number in equation (4.46) reduces to

that found by Rayleigh (1916) (see equation (1.44)). Whenβ 6= 0 the convection onsets

in the form of unsteady thermal Rossby waves (Busse & Or, 1986) due to columns of

fluid being different lengths at different radii.

The expression forRa can also be minimised overk in the case withβ 6= 0 thoughRac

can no longer be found analytically. However, in the limit ofrapid rotation (β → ∞),

which is of interest in many astrophysical bodies, we are able to find that

kc =
Pr1/3β1/3

21/6(1 + Pr)1/3
, ωc =

−21/6β2/3

Pr1/3(1 + Pr)1/3
, Rac =

3Pr4/3β4/3

22/3(1 + Pr)2/3
. (4.47)

As β ∝ E−1 we effectively have thatkc ∝ E−1/3, ωc ∝ E−2/3 andRac ∝ E−4/3. These

scalings agree with those found in section 2.3 as well as those found in numerical results

found in spherical models (Joneset al., 2000). Also of note are the forms of the phase

and group velocities, which are found from the dispersion relation. They take the form

ω

k
=

−β
(1 + Pr)(π2 + k2)

and
∂ω

∂k
=

β(k2 − π2)

(1 + Pr)(π2 + k2)2
, (4.48)

and we see that the phase speed depends on the sign ofβ. This is of specific significance

when considering the tangent cylinder: OTCβ > 0, as the angle of the slope of the

boundaries have the same magnitude. However, ITCβ < 0 since the angle of the slope at

the inner boundary is greater than that of the outer boundary. Therefore the waves travel

eastward OTC and westward ITC, which as mentioned earlier is another reason why flow

across the TC is likely to be minimal.

So far we have discussed two limits of the full equations thatwe have derived: the

inviscid, homogeneous case and the case without zonal flow. As we have seen for both
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of these situations there is a criterion for the onset of instability. In order to solve the full

viscous, rotating problem with buoyancy and zonal flow we must solve the differential

eigenvalue problem numerically. This will enable us to investigate the interaction between

the convective and barotropic instabilities. We rearrangeequations (4.30 - 4.31) as

s

(
d2ψ̂

dy2
− k2ψ̂

)
= −(ikReU0 + k2)

(
d2

dy2
− k2

)
ψ̂ + ik(β +ReU ′′

0 )ψ̂ − ikRaθ̂,

(4.49)

sPrθ̂ = −(ikPrReU0 + k2)θ̂ − ikψ̂ +
d2θ̂

dy2
, (4.50)

which shows that this is indeed a differential eigenvalue problem with eigenvalues. We

solve this eigenvalue problem using the same numerical method of Chebyshev collocation

discussed in chapter 2 with a truncation valueN=100. For that reason we do not discuss

the method again here and the reader is directed to the discussion of the method in section

2.4. The set of eigenfunctions in this case isΨ = {ψ̂, θ̂} and the eigenvector is noww =

[ψ1, ..., ψN+4, θ1, ..., θN+2]
T. The system we have setup in this chapter has the following

input parameters:k, Pr, β,Re andRa as well as the functionU0(y), which can be varied

to obtain the outputs:s andw. The elements of the setΨ can be then reconstructed

from w and these eigenfunctions are normalised using the method discussed in section

2.4. However, in this linear theory we use the value of the real part ofψ, rather thanζ, to

normalise. The 2D fields,ψ andθ, are then constructed using equations (4.28 - 4.29) and

we use equation (4.20) to calculate the vertical vorticity,ζ.

We let Γ be the setΓ = {k, Pr, β,Re} and assume we have chosen the form of the

zonal flow, that is we have explicitly chosen the functionU0(y). Then when performing a

linear stability analysis considering the onset of convection we wish to slowly increase the

Rayleigh number for a givenΓ until a marginal mode (withℜ[s] ≡ σ = 0) appears. This

value of the Rayleigh number is then the value for the onset of convection for the given

setΓ and hence it is for aspecificvalue ofk. In other words, it is the value of the Rayleigh

number needed for the disturbance with wavelength2π/k to onset. Since the onset value

of Ra is a function ofk, in order to find thecritical Rayleigh number we must minimise

the Rayleigh number over all possible disturbances; that is over allk. The value ofk that

yields the critical value of the Rayleigh number for onset is the critical wavenumber,kc,

and we denote the frequency of this mode byωc.



Chapter 4. A linear theory for the annulus model 94

β kc Rac ωc

103 6.216051 8107.860409 −64.071201

104 14.851700 1.639668 × 105 −322.242706

105 32.645162 3.491914 × 106 −1517.564194

Table 4.1:Critical results for the Rayleigh number, wavenumber and frequency for variousβ in the case

U0 = 0 andPr = 1.

The method described in the previous paragraph will be used in the following two sections

and also in parts of chapter 5 where we consider various formsfor U0(y) acquired from

non-linear simulations of the problem. In order to check theChebyshev collocation code

described above reproduces familiar results we first brieflyconsider the case ofU0 = 0

here, which is equivalent to theRe = 0 case. We refer to this as thebase casesince

it has been comprehensively investigated in previous work on the annulus model. We

perform the linear stability analysis for this case and the results for a few values ofβ

with Pr = 1 are shown in table 4.1. The results in this table agree with those from

previous work; for example, Busse & Or (1986). Since the critical Rayleigh number is

a function of the Prandtl number, the beta parameter and the Reynolds number we can

write Rac = Rac(Pr, β,Re). We then defineRa∗c to be the critical Rayleigh number in

the absence of any zonal flow, that isRa∗c = Rac(Pr, β, 0) for given values of the Prandtl

number and the beta parameter. In figure 4.3(a) we have also plotted the form ofζ, ψ and

θ for the case whereU0 = 0, β = 103 andPr = 1. These plots also match the results

from previous work; for example, Busse & Or (1986).

4.3 Results for a linear flow pattern

In this section we choose a form for the zonal flow, which is theannular analogy of

the zonal flow chosen in the plane layer model discussed in chapters 2 and 3. We then

solve the linear equations (4.49 - 4.50) with this zonal flow to find marginal modes. In

section 2.1 we chose a radially dependent linear flow that wasgreatest in magnitude at the

boundaries of the layer and vanished at the centre of the layer. In the plane layer model

the radial direction refers to the vertical coordinatez since the layer is thought to be in the

polar regions of a planetary interior. The equivalent radial direction in the annulus model
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is they-coordinate. Thus we choose

U0 = y − 1

2
, (4.51)

as the form of the zonal flow. We now insert this into equations(4.49 - 4.50) and solve the

eigenvalue problem for various parameter regimes using themethod described in section

4.2. We work with typical values of the beta parameter,103 ≤ β ≤ 105, which are

equivalent to the values of the Ekman number considered in chapters 2 and 3. We vary

the Reynolds number so that0 ≤ Re ≤ 10000 and we work withPr = 1.

In figure 4.2 we plot how the critical values of the Rayleigh number, wavenumber and

frequency respectively, vary with the Reynolds number for the case ofPr = 1. The

Reynolds number is represented on a logarithmic axis on all three plots as is the critical

Rayleigh number in figure 4.2(a). This is done due to the magnitudes of the parameters

involved. We immediately see from figure 4.2(a) that the critical Rayleigh number is

larger thanRa∗c for all non-zero values ofRe, for all values ofβ considered. In fact,

the critical Rayleigh number increases monotonically fromRa∗c as the strength of the

zonal flow increases. Therefore the form of the zonal flow discussed in this section,

given by equation (4.51), has a stabilising effect on the thermal instability and hence

is not favourable for the onset of convection. Figures 4.2(b) and 4.2(c) inform us that

increasing the strength of the zonal flow lengthens the azimuthal wavelength and increases

the magnitude of the frequency of the modes.

In figure 4.3 we plot the form of the fields for a base case, namely β = 103 where the

parameter values can be found in table 4.1. We also plot the fields for the points marked

on the plots of figure 4.2. Table 4.2 contains the parameter values used for the plots, as

well as those for the next section. Figure 4.3(a) shows the form of the fields in the case

of no zonal flow forβ = 103 andPr = 1. In this case the mode is symmetric iny and

aligned such that heat is transported outward by the rolls since positiveψ corresponds to

a roll rotating clockwise. As we increase the zonal flow we seethat the rolls are forced to

adopt a slanted structure, in line with the zonal flow and hence are no longer symmetric in

y. This can be seen in figure 4.3(b). When we increase the zonal flow strength further, in

figure 4.3(c), we see increased alignment of the rolls with the zonal flow and the modes no

longer fill the entire annular channel. There is a preferencefor the rolls to localise in the

region of the channel where the zonal flow acts in the positiveazimuthal direction. Hence
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(a) Critical Rayleigh number.

(b) Critical wavenumber.

(c) Critical frequency.

Figure 4.2:Plot of how the critical values of the variables vary with zonal flow strength for the linear

flow pattern for several values ofβ and withPr = 1.
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the preference is for the disturbances to appear where the zonal flow is prograde. Figures

4.3(d), 4.3(e) and 4.3(f) show field plots forβ 6= 103. We see that the same general pattern

emerges though for largerβ a smaller value ofRe is required before the rolls become

localised. This can be seen by comparing figures 4.3(b) and 4.3(c) with 4.3(d) and 4.3(e),

which are for the same two values ofRe but for β = 103 andβ = 104 respectively. In

the case ofβ = 105, the roll has already become fully localised atRe = 10 as shown by

figure 4.3(f).

In shear flow instabilities the modes often peak where the phase velocity is equal to the

flow velocity; that is at a specific value ofy called the ‘critical level’. The localisation of

the convective instability in this flow pattern occurs for the same reason. We can see this

be considering the left-hand-side of equation (4.31) wherethere is a factor of

iωPr + ikPrReU0, (4.52)

multiplying θ̂. For large values ofRe this will causeθ̂ to be small unless the expression

in equation (4.52) vanishes resulting in

ω

k
= −ReU0(yc), (4.53)

whereyc is the value ofy at the critical level. From table 4.2 we can take the values of

the Reynolds number, wavenumber and frequency for point×4, for example, and insert

them into equation (4.53). The phase speed from the left-hand-side of the equation is

then approximately−844. From the definition of the flow profile in equation (4.51) we

then find thatyc ≈ 0.92 for this value of the phase speed. The instability, as seen in

figure 4.3(e), is certainly located close toy = yc, near to the inner annular boundary,

as expected. This argument does not hold for all modes but it does serve as a possible

explanation of how a localisation of the instability can occur. It could also be the case that

the modes are simply localising near to the boundaries in order to minimise the effect of

the shear.

We conclude that although a similar form of the zonal flow destabilised the system in the

plane layer case (see chapters 2 and 3), we find that in the annulus problem a linear form

for the zonal flow is stabilising. In the plane layer case the zonal flow was generated by

lateral variations in the temperature profile, which gave rise to the possibility an extra

energy source via a baroclinic instability. In the annulus model a barotropic instability
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Point β Re M kc Rac ωc

×1 103 10 − 6.017626 8398.757029 −67.549019

×2 103 2000 − 0.049002 1.579294 × 106 −3.175682

×3 104 10 − 14.509451 1.665828 × 105 −342.314153

×4 104 2000 − 2.560117 8.110634 × 105 −2160.567526

×5 105 10 − 32.247225 3.515021 × 106 −1585.925208

×6 105 1 3 32.565198 3.494965 × 106 −1527.246378

×7 105 1 4 32.604833 3.493438 × 106 −1522.031853

×8 105 1 5 32.622686 3.492734 × 106 −1520.071030

×9 105 10 3 31.947182 3.510795 × 106 −1739.925827

×10 105 10 4 31.761350 3.512503 × 106 −1703.003862

×11 105 10 5 31.727903 3.511715 × 106 −1667.319081

×12 105 500 3 21.434026 2.217932 × 106 −11273.527962

×13 105 500 4 14.709166 9.924381 × 105 −7623.141583

×14 105 500 5 8.127157 −4.027874 × 106 −2686.160279

×15 103 10 3 6.008849 7321.798057 −71.541211

×16 103 10 4 6.201079 8040.135239 −69.093637

×17 103 10 5 6.209197 8277.020421 −67.707283

×18 104 90 3 9.437706 6.242689 × 104 −890.211187

×19 104 90 4 9.997292 2.095357 × 104 −789.561651

×20 104 90 5 11.070873 −1.620262 × 104 −713.785013

×21 104 800 3 8.074829 −6.982823 × 106 −926.266122

×22 104 800 4 10.708329 −1.704844 × 107 −698.393958

×23 104 800 5 13.314943 −2.962544 × 107 −561.411438

Table 4.2:Parameter values for the plots of figures 4.3, 4.5, 4.6 and 4.7.
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(a) Re = 0, β = 103 (b) ×1 (c) ×2

(d) ×3 (e) ×4 (f) ×5

Figure 4.3:Contour plots, withPr = 1, of the fields for a base case and for the fields corresponding to

the points in parameter space marked on the plots of figure 4.2.
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is possible due to the horizontal shear in the basic state as we discussed in section 4.2.

However, for the linear flow pattern discussed in this section Rayleigh’s criterion given by

equation (4.44) is not satisfied sinceU ′′

0 = 0 andβ is a (non-zero) constant. Therefore the

system is not susceptible to barotropic instabilities and buoyancy with a positive Rayleigh

number is necessary for instability. This serves to explainwhy essentially analogous

forms of the zonal flow affect the two models’ stability in such different ways.

4.4 Results for a sinusoidal flow pattern

In this section we choose a sinusoidal form for the zonal flow and solve the linear

equations (4.49 - 4.50) looking for marginal modes. A sinusoidal flow is studied in the

hope that it can act as a simple model for the form of the jets seen most famously on

Jupiter, but also other gas giant planets.

In order to crudely model this pattern of jets we envisage a zonal flow which periodically

alternates between positive and negative maxima and minimaof equal magnitude. This

produces a pattern of periodically repeating regions of positive and negative zonal flow,

which we refer to as prograde and retrograde jets respectively. The only boundary

condition concerned with the azimuthal flow is the stress-free condition, which demands

thatU ′

0 = 0 ony = 0 andy = 1. Hence we choose

U0 = cos(Mπy), (4.54)

as the form of the zonal flow. By choosing this form forU0 we have introduced a new

parameter,M ∈ N, to the problem, which controls the number of jets. Therefore the

critical Rayleigh number in this section will depend onM as well as the aforementioned

parameters so thatRac ≡ Rac(Pr, β,Re,M) where we continue to useRa∗c to denote

the case in the absence of the zonal flow so thatRa∗c = Rac(Pr, β, 0,M). We insert the

form of the zonal flow, given by equation (4.54), into equations (4.49 - 4.50) and solve the

eigenvalue problem for various parameter regimes using themethod described in section

4.2. We work with moderate values for the beta parameter103 ≤ β ≤ 105, Reynolds

numbers0 ≤ Re ≤ 10000 andPr = 1. We also vary the number of jets:3 ≤ M ≤ 5.

We choose this range forM since we wish to look at parameter space that is of interest

to the jets of Jupiter, which is known to possess multiple jets. The critical values of the
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Rayleigh number, wavenumber and the frequency are plotted infigures 4.4(a), 4.4(b) and

4.4(c) respectively, for various values ofβ andM in the case ofPr = 1. The Reynolds

number is represented on a logarithmic axis on all three plots as is the critical Rayleigh

number in figure 4.4(a). This is done due the magnitudes of theparameters involved.

From figure 4.4(a) there are several observations to note. Firstly we see that, for a given

{β,M}, asRe is increased from zero the value ofRac decreases from the value of the

critical Rayleigh number in the absence of the zonal flow. In other words,Rac < Ra∗c for

non-zero values of the Reynolds number. Therefore the sinusoidal form of the zonal flow

has a destabilising effect on the system and hence it aids theonset of convection. It is also

apparent that this destabilisation persists for all valuesof β andM tested. This result is in

contrast with that for a linear flow pattern, discussed in section 4.3, where increasing the

strength of the zonal flow always had a stabilising effect.

Secondly, we note that as the Reynolds number is increased further there is a sharp

transition region where we pass smoothly through a bifurcation in all cases of{β,M}
whereRac becomes negative. Thus, unlike the form of the zonal flow discussed in section

4.3, the sinusoidal zonal flow admits instability with negative Rayleigh numbers. We

see that for all combinations ofβ andM plotted the critical Rayleigh number becomes

negative for a large enough value of the Reynolds number. The regimes with negative

critical Rayleigh numbers are stably stratified and hence theinstability is driven by the

shearing of the zonal flow.

Thirdly, we note that, in general, in order to aid convectionthere is a preference for smaller

and larger values ofβ andM , respectively. This preference is also true of the transferto

the shear-dominated modes. This can be seen in figure 4.4(a) where the coloured lines

(largerβ) and solid lines (smallerM ) appear, almost exclusively, at larger values of the

critical Rayleigh numbers compared with their black, dottedcounterparts. The preference

for smallerβ is expected since we know from the base case that rotation delays the onset

of convection so thatRa∗c(Pr, β1, 0,M) < Ra∗c(Pr, β2, 0,M) for β1 < β2. The more

interesting point is that there is a preference for larger values ofM . This tells us that a

greater number of jets actually aids the onset of convectiondespite the fact that one might

expect the shearing of the jets to hinder the appearance of convection rolls.

In figures 4.5, 4.6 and 4.7 we plot the forms of the fields for thepoints marked on the plots
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(a) Critical Rayleigh number.

(b) Critical wavenumber.

(c) Critical frequency.

Figure 4.4:Plot of how the critical values of the variables vary with zonal flow strength for the sinusoidal

flow pattern for several values ofβ and withPr = 1.
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of figure 4.4. In each of the subfigures we plotζ, ψ andθ. Each row of three subfigures

correspond to a particular value of the Reynolds number and each column corresponds to

a particular number of jets. The first three rows of plots are for β = 105 followed by a

row with β = 103 and two withβ = 104. Table 4.2 contains the parameter values used

for the plots.

We see that for small values of the Reynolds number (figures 4.5(a), 4.5(b) and 4.5(c))

the addition of the zonal flow has little effect on the form of the fields so that these figures

are comparable with the base case of no zonal flow shown in 4.3(a). However, we note

that the form of the fields is no longer symmetric and there appears to be the start of

a localisation of the convection. As the Reynolds number is increased we are able to

see clearly from the next row of figures (4.5(d), 4.5(e) and 4.5(f)) that the fields have

indeed become localised. The convection now onsets in regions with prograde jets, which

are found whereU0 takes its maximum value. Therefore we see from the form of the

zonal flow given by equation (4.54) that the location of the prograde jets is given by

cos(Mπy) = 1. Hence forM = 3 andM = 4 a prograde jet is located aty = 2/3 and

y = 1/2, respectively. ForM = 5 there are two prograde jets located aty = 2/5 and

y = 4/5. We see from figures 4.5(d), 4.5(e) and 4.5(f) that the instability has localised

to onset at these locations. As the Reynolds number is increased further we see the same

localisation of the modes at these positions in figures 4.6(a), 4.6(b) and 4.6(c).

We now consider figures 4.6(d), 4.6(e) and 4.6(f) where the beta parameter has been

decreased toβ = 103. We see that the same localisation of the modes at the location of

prograde jets occurs, although less strongly enforced now that the rotation is weaker. This

can been seen by comparing figures 4.6(d), 4.6(e) and 4.6(f) with 4.5(d), 4.5(e) and 4.5(f),

which are for the same value of the Reynolds number but have a difference in the beta

parameter of two orders of magnitude. The localisation is clearly stronger in the largerβ

case. Figures 4.7(a), 4.7(b) and 4.7(c), where nowβ = 104, are similar to theβ = 103

case. However, once the Reynolds number becomes large enoughfor negative critical

Rayleigh numbers to be permitted the modes become dominated by the shear as show in

figures 4.7(d), 4.7(e) and 4.7(f). The instability is now largely correlated with the form of

the zonal flow and thus the modes appear as sinusoidal disturbances themselves.

In order to understand why the instabilities localise on theprograde jets in the convective
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(a) ×6 (b) ×7 (c) ×8

(d) ×9 (e) ×10 (f) ×11

Figure 4.5:Contour plots, withPr = 1, of the fields corresponding to the points in parameter space

marked on the plots of figure 4.4.
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(a) ×12 (b) ×13 (c) ×14

(d) ×15 (e) ×16 (f) ×17

Figure 4.6:Contour plots, withPr = 1, of the fields corresponding to the points in parameter space

marked on the plots of figure 4.4.
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(a) ×18 (b) ×19 (c) ×20

(d) ×21 (e) ×22 (f) ×23

Figure 4.7:Contour plots, withPr = 1, of the fields corresponding to the points in parameter space

marked on the plots of figure 4.4.
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regime it is useful to return to the potential vorticity defined in equation (4.40). Potential

vorticity gradients are thought to play an important role indetermining the jet structure

seen in many astrophysical bodies. The asymmetry of the eastward and westward jets seen

in figure 1.3 may be controlled by the tendency of the fluid to organise itself so that the

PV takes the form of a step function, known as the ‘PV staircase’ (Marcus & Lee, 1998).

The staircase forms since the mixing of PV is blocked at the staircase steps and then

bands with homogenised PV are separated by regions with infinite PV gradient. Eastward

and westward jets form where the gradient of the PV attains its maxima and minima

respectively. Readet al.(2006, 2009) presented evidence that the PV gradient may change

sign in the atmospheres of Jupiter and Saturn suggesting that barotropic instabilities could

affect the zonal flows there.

The basic state potential vorticity given by the basic stateterms in equation (4.40) is

q0 = −(ReU ′

0 + βy). This shows that we can attribute the origin of the basic state PV to

the rotation and the zonal flow. Hence the PV is a combination of the planetary (due to

the solid body rotation of the system) and fluid (due to the zonal flow of the basic state)

vorticity. There are then three cases we can consider:

• q0 = 0 ∀y ⇒ β = 0 = Re so that there is no rotation and no zonal flow and hence

no planetary nor fluid vorticity in the basic state. This results is the classic problem

of Rayleigh-B́enard convection (see section 1.4).

• q0 = −βy ⇒ Re = 0 so that there is no zonal flow and hence there is planetary

but no fluid vorticity in the basic state. This corresponds tothe problem originally

studied by Busse (1970).

• q0 = −(ReU ′

0 + βy) so that there is both rotation and zonal flow and hence there is

both planetary and fluid vorticity in the basic state. This yields the problem we are

considering in this chapter.

In general, the gradient of the basic state potential vorticity is then

dq0
dy

= −(ReU ′′

0 + β), (4.55)

which appears in equation (4.26) as the ‘effective rotation’ of the system. We know from

the original analysis performed by Busse that the addition ofrotation delays the onset of
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convection so that a larger rotation rate results in a highercritical Rayleigh number; recall

equation (4.46). Also in the case studied by Busse (1970), thePV gradient is constant (and

equal in magnitude toβ) and hence there is no position in the annulus that is preferred

for instability. With the addition of a basic state zonal flowand thus a basic statefluid

vorticity it is possible to counteract the stabilising effect of rotation depending on the

form ofU0 chosen. By using the definition ofU0 from equation (4.54) we find that

dq0
dy

= ReM2π2 cos(Mπy) − β. (4.56)

Due to the form ofU0 the PV gradient is no longer a constant and is now a function of

y unlike in the case studied by Busse (1970). Hence the magnitude of the PV gradient

may vary considerably at different radii of the annular channel. The convective instability

attempts to localise at the radii where the magnitude of the PV gradient is smallest since

regions with a lower ‘effective rotation’ are preferable for instability. This naturally results

in a lowering of the critical Rayleigh number of the whole system. We see from equation

(4.56) that the basic state PV gradient has its minima whencos(Mπy) = 1, which implies

that y = 2m/M for m ∈ N0 in general. However, in reality the fact that the fluid is

bounded betweeny = 0 andy = 1 means that only a finite number of these solutions are

permissible. The condition that the PV gradient has its minima whencos(Mπy) has its

maxima ensures that the instability onsets at the location of the prograde jets forRe > 0.

This explains how the addition of a sinusoidal zonal flow allows for the reduction of

the critical Rayleigh number and the localisation of the instability as seen in the numeric

results. We have been considering only cases whereRe > 0. However, the above analysis

is also true forRe < 0 albeit with adjustments in the location of the instability.If Re <

0 then the magnitude of the basic state PV of equation (4.56) attains its minima when

cos(Mπy) = −1 so that the instability instead onsets at the location of theretrograde

jets.

The above discussion is relevant to the convective modes forwhich the Rayleigh number

is positive. In this case the shear is able to reduce the magnitude of the PV gradient

at certain locations of the annular layer. However, onceRe becomes large enough we

have seen how the instability becomes dominated by the shear. This occurs because the

sinusoidal form of the zonal flow satisfies Rayleigh’s criterion (from section 4.2) and

hence barotropic instabilities are possible. In fact, for large enoughβ, the transition
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between convective and shear-dominated modes occurs when the shear is large enough to

allow the PV gradient to vanish somewhere in the domain. Thisis equivalent to Rayleigh’s

criterion being satisfied. From equation (4.56) we see that (for Re > 0) dq0/dy vanishes

for the smallest value ofRe whencos(Mπy) = 1 andβ = ReM2π2. Therefore we can

predict that

Re∗ ≈ β/M2π2, (4.57)

whereRe∗ is the value that the Reynolds number must exceed for shear-dominated

modes to be most unstable. Equation (4.57) gives an expression forRe∗ that is inversely

proportional toM2 and thus explains why systems with a greater number of jets transfer to

shear-dominated instabilities at lower values of the Reynolds number. This was observed

in the results of figure 4.4(a). The expression given by equation (4.57) is only an

approximation since we are implicitly assuming that the rotation and shear are strong

enough to dominant over other terms in the governing equations. In the homogeneous,

inviscid case the condition holds exactly and reduces to Rayleigh’s criterion for barotropic

instability. In our work viscous effects are small but the buoyancy is large meaning that

equation (4.57) is only an approximation for the onset of shear instabilities. Forβ = 103

equation (4.57) predicts thatRe∗ ≈ (11.258, 6.333, 4.053) forM = (3, 4, 5). From figure

4.4(a) we see that the transition to instabilities dominated by the shear do not arise untilRe

is approximately an order of magnitude larger thanRe∗. However, for cases with stronger

rotation, for exampleβ = 105, equation (4.57) givesRe∗ ≈ (1125.8, 633.3, 405.3) for

M = (3, 4, 5). When these values are compared with the relevant plots in figure 4.4(a) it

is clear that the predicted values agree very well.

We also note that the linear form of the zonal flow discussed insection 4.3 does not alter

the gradient of the basic state PV from Busse (1970). This is becauseU ′′

0 = 0 for a linear

zonal flow. Hence the effective rotation remains constant throughout the annular layer in

that case. Therefore, as expected and as observed in the numerics of section 4.3, we do

not see any reduction of the critical Rayleigh number in the case of a linear zonal flow.

Finally we also note that there are, of course, infinitely many choices for the form of the

zonal flow,U0(y). The results presented in this chapter only discuss two possibilities for

U0 and it is possible to envisage a more complicated zonal flow, which better matches

the pattern of the jets seen in astrophysical bodies such as Jupiter. In fact, in chapter 5

we acquire zonal flows from the integration of the non-linearequations; these zonal flows
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therefore take more realistic forms than the flows considered in this chapter. Hence in the

next chapter we are able to consider the linear problem with the form ofU0(y) given by

the zonal flows generated in the non-linear theory.
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Chapter 5

A non-linear theory for the annulus

model

We have investigated the linear theory of convection in the annulus with an imposed

zonal flow in chapter 4. With the insight given by the linear theory where we found that

azimuthal zonal flows with certainy-structures could aid the onset of convection, in this

chapter we solve the full non-linear equations without an imposed zonal flow. A drawback

of the linear model of chapter 4 was that there were infinitelymany forms that the zonal

flow, U0(y), could take. In this chapter we expect to find strong zonal flows appearing as

we integrate forward in time, which arise due to the non-linear Reynolds stresses. Hence

we are able to use the zonal flows arising in the non-linear theory as an informed choice

for the form of the basic state zonal flows of the linear theory, which we also consider in

this chapter. However, we first discuss previous work undertaken on zonal flows in the

field of planetary science.

Recall that our interest in zonal flows originates from a desire to better explain various

phenomena observed in geophysical and astrophysical bodies. The large zonal flows

found in the atmospheres of the gas giants as well as planetary cores are thought to be

driven by the interaction of convection and rotation. Jupiter, for example, as we discussed

in chapter 1 has a banded structure of jets, made up of alternating prograde and retrograde

zonal flows (Limaye, 1986; Porcoet al., 2003). This pattern extends over the whole

planet and the zonal flows are considerably stronger than theradial convection. Although

the convection in both the Jovian atmosphere and the Earth’souter core will be affected
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by their respective magnetic fields, an understanding of thenon-magnetic problem can

provide insight to the physical structures observed. The depth to which the zonal flows

extend in Jupiter’s atmosphere is not known, though there isevidence to suggest that

flows are considerably weaker in the core compared with the surface (Starchenko & Jones,

2002). Busse (1976) suggested a model for convection in the Jovian atmosphere where

zonal flows are not confined to the surface. The difficulties inmodeling the interiors of

the major planets has been discussed by Yano (1998).

As we mentioned at the start of chapter 4, the annulus model provides a simplified

model for convection in a spherical shell, which is relevantto planetary science. Non-

linear simulations in the more physically realistic spherical shell geometry have been

performed in previous work (Gilman, 1977, 1978a,b; Zhang, 1992; Tilgner & Busse,

1997; Grote & Busse, 2001; Christensen, 2001, 2002; Busse, 2002; Heimpelet al., 2005).

Non-linear simulations specifically using the Busse annulushave also been presented

(Brummell & Hart, 1993; Joneset al., 2003; Rotvig & Jones, 2006). Recall from chapter

4 that the quasi-geostrophic approximation (QGA) can be used in order to reduce three

dimensional systems to two dimensional systems. The essence of the QGA is to assume

that the vertical vorticity is constant in the coordinate parallel to the rotation axis,z. This

assumption can be justified by the rapid rotation of the system (Gillet & Jones, 2006) and

it consequently leads to the horizontal velocity components also being independent ofz.

Hence there is a suppressedz-structure throughout the system despite the fact that the

original assumption cannot be derived in any asymptotic limit. The annulus model is one

such quasi-geostrophic model taking advantage of a strong Coriolis force to reduce the

dimension of the system. Other quasi-geostrophic models have been investigated (Gillet

& Jones, 2006; Rotvig, 2007) but we continue to focus on the annulus model here.

Laboratory experiments such as those undertaken by Busse & Carrigan (1976);

Manneville & Olson (1996); Aubertet al. (2001) have also been performed. A difficulty

when performing experiments can be replicating the effect of gravity, which should, of

course, act radially inwards. This issue is resolved by using the centrifugal acceleration to

mimic gravity. Since the centrifugal acceleration acts radially outwards the inner spherical

(or cylindrical) surface must be cooled rather than heated.Zonal flows are found, thus

showing that they can occur naturally in such experiments.
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Zonal flows are a common feature of the aforementioned previous work when performing

simulations. The nature and dynamics of the zonal flows foundhave varied in the

previous work due to different geometries, conditions and parameter regimes being

used. Early pioneering simulations of rotating convectionin spherical shells were

undertaken by Gilman (1977, 1978a,b). These non-linear three-dimensional simulations

were performed for slowly rotating systems, relevant to theSun, where the Coriolis force

is not as significant as in rapidly rotating systems such as the Earth’s core and planetary

atmospheres. However, Gilman (1977) did find influence of theCoriolis force when the

driving was weak enough. Rapidly rotating three-dimensional simulations in spherical

shells were performed by Zhang (1992), who considered the generation of zonal flows by

the Reynolds stresses. With the vast improvement in computation power over the last two

decades further simulations were undertaken (Tilgner & Busse, 1997; Aurnou & Olson,

2001; Christensen, 2001, 2002; Busse, 2002; Heimpelet al., 2005). These simulations

produced strong zonal flows with Rossby numbers of the correctorder of magnitude,

which are driven by the Reynolds stresses. Interestingly both steady and oscillatory zonal

flows were found resulting in the discovery of a ‘bursting phenomenon’ (Grote & Busse,

2001).

The bursting phenomenon, investigated within the annulus model by Rotvig & Jones

(2006), refers to the observation that convection can occuras short-lived bursts rather

than the system evolving into a quasi-steady equilibrium. These bursts of convection are

currently thought to be a result of a competition between thezonal flow, which disrupts

convection, and the fact that in the absence of zonal flow the system favours convection as

a method of heat transport. When the zonal flow is small in magnitude, the convection is

able to build up and efficiently transport heat radially outwards. However, the velocity

fluctuations associated with the convection drive large-scale zonal flows, which then

hinder convection and can in fact cause it to cease. With the convection depleted the zonal

flow has lost its source of energy and therefore it too reducesin magnitude, whereby the

process can repeat.

A failure of some of the three-dimensional simulations discussed above is their inability

to produce a multiple jet structure of the zonal flow. The reason for this, as discussed by

Joneset al. (2003), is that in order to produce multiple jets very low values of the Ekman

number, or equivalently, very large values ofβ, are required. Due to numerical difficulties
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the fully three-dimensional models have often been unable to achieve the rotation rate

required, though this is not always the case (Heimpelet al., 2005). The asymptotic model

discussed by Abdulrahmanet al. (2000), performed in the limit of rapid rotation (β →
∞), is able to produce multiple jets though it is only valid close to critical. Multiple

jet solutions are relevant to the strongly banded structureseen on the gas giant planets

and hence to the linear model with a sinusoidal zonal flow thatwe discussed in section

4.4. The jet width is believed to be controlled by the Rhines scaling theory (Rhines,

1975) where the ‘Rhines length’ is proportional toβ−1/2. Heimpelet al. (2005) discuss a

model in a thin spherical shell, which is capable of reproducing both multiple jets at high-

latitudes and strong equatorial flows. The idea is that thereis a separation of the types

of structure possible caused by the bounding bottom surfaceinside the tangent cylinder.

Outside the TC, equatorial structures can be driven by deep model convection due to

the domain extending across the whole of the sphere there. However, inside the TC the

thinness of the spherical shell creates a shallow layer model with bottom-bounded flow

structures such as multiple jets arising.

One of the attractions of the annulus model, as a simplified model for convection in

the Jovian atmosphere, lies in its ability to produce both multiple jets and the bursts

of convection. For stress-free top and bottom boundaries, it has been shown in the

three-dimensional simulations, that stronger zonal flows are produced compared with

when no-slip conditions are imposed (Gilman, 1978b; Christensen, 2001). This is also

observed in the annulus model (Brummell & Hart, 1993). However, as evidenced by Jones

et al. (2003), with stress-free boundaries imposed the search formultiple jet solutions

is not promising, with only very small windows of parameter regimes producing them.

Therefore it seems that stronger zonal flows are associated with stress-free boundaries

where multiple jets are less likely to be found. The lack of multiple jet solutions can be

overcome by the addition of no-slip boundaries in the form ofan Ekman layer bottom

friction term in the equations. We discussed the origin of Ekman layers in section 1.3 and

we shall derive the relevant term in the next section. When this term is introduced, even

with a small magnitude, multiple jets become a feature of many parameter regimes. This

was later investigated thoroughly by Rotvig & Jones (2006) for the case where the Prandtl

number is unity.

The work of Rotvig & Jones (2006) also showed that it was necessary to omit the
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aforementioned Ekman layer in order for bursts of convection to be observed. Hence

bursting solutions and multiple jet solutions seem to be almost mutually exclusive,

occurring simultaneously in only very small windows of parameter space. As we shall

see in this work, the existence of the bursting phenomenon also appears to be dependent

on the evolution of a mean temperature gradient, which, likethe zonal flows, arises due

to the non-linear interaction of the small-scale perturbations. This novel result appears to

have been overlooked in previous work and adds an extra constraint for the observation

of bursting.

This chapter is structured as follows. In section 5.1 we discuss the mathematical setup

of the non-linear problem and, in particular, the introduction of the bottom friction

term. Then in section 5.2 we explain the numerical method used to solve the non-linear

equations and how we define the zonal flow at a given time. We present the results of

the simulations in section 5.3 where we expect to find agreement with previous work

undertaken by Joneset al. (2003); Rotvig & Jones (2006). Finally in section 5.4 we feed

the zonal flows and mean temperature gradients obtained in the non-linear simulations

back into the linear theory discussed in chapter 4. By doing this we are able to obtain

growth rates of disturbances for more realistic zonal flows than those used in the previous

chapter. This final section then leads us on to chapter 6 wherea simple model is developed

showing that a mean temperature gradient is indeed a requirement for bursting convection.

5.1 Mathematical setup

We use the same basic annulus model setup discussed in section 4.1 so that the physical

geometry of the model remains unchanged from that in figure 4.1. However we make

certain changes in order for this work to be comparable to previous work on the subject

of multiple jets. We wish for the simulations we will run to generate zonal flows via

the Reynolds stresses and hence without the need for a zonal flow in the basic state of the

system. Therefore we set all basic state velocities to zero in the perturbed equations, (4.26

- 4.27), for the non-linear simulations in this chapter. In order for multiple jet zonal flows

to evolve we require the effects of an Ekman layer, also knownas the bottom friction, to

be included in the theory (Joneset al., 2003; Rotvig & Jones, 2006). As we discussed in
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chapter 1, Ekman layers are thin boundary layers that arise in rotating fluids when rigid

boundaries are implemented. The Ekman layer effects can be added to the equation of

motion using the definition of the Ekman suction given by equation (1.31). This idea

has often been employed in previous work on rotating fluids and the practice is to follow

the theory as discussed by Greenspan (1968). In our case we implemented the boundary

conditions on the sloped end surfaces by integrating overz (see equations (4.13 - 4.14)).

Therefore rather than writinguz = ±χuy, as we did in chapter 4, we now set

uz = ±χuy + UE (5.1)

= ±χ∂ψ
∂x

∓D

(
E

2

)1/2

ζ, (5.2)

at z = ±L/2 where we have substituted forUE from equation (1.31) and usedD as our

typical length scale. We have ignored terms proportional toχ in the Ekman suction since

they are small due to the small sloping boundaries condition: χ ≪ 1. By noting that

E = 2Dχβ−1/L we can now write the Coriolis term of equation (4.13) as

−2Ω[uz]
L/2
−L/2 = −2Ω

(
2χ
∂ψ

∂x
− 2D

(
Dχ

L

)1/2

β−1/2ζ

)
. (5.3)

Under the same non-dimensionalisation as performed in chapter 4 the expression on the

right-hand-side becomes

−4χΩν

D

∂ψ

∂x
+

4χΩν

D
β−1/2

(
D

Lχ

)1/2

ζ, (5.4)

and multiplying through byD4/ν2L to tidy up as we did in chapter 4 we find that

−β∂ψ
∂x

+ C|β|1/2ζ, (5.5)

replaces the−β∂ψ/∂x term in equation (4.23). Here we have used the definition ofβ

from equation (4.25) and we have introduced the parameterC, defined as:

C =

(
D

Lχ

)1/2

. (5.6)

Equation (5.5) shows that in our model the requirement of a rigid boundary gives rise to

an extra term, due to Ekman suction, via the integration of the Coriolis term of the original

equations from chapter 4. We shall typically work withC ≤ 0.5 when we consider rigid

boundaries. However, for stress-free boundaries we explicitly setC = 0 throughout since

the Ekman suction only arises when the boundaries are no-slip.
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We bear in mind what we have discussed above and hence setU0 = 0 and introduce the

bottom friction term in equations (4.26 - 4.27) to give

∂∇2ψ

∂t
+
∂(ψ,∇2ψ)

∂(x, y)
− β

∂ψ

∂x
= −Ra∂θ

∂x
− C|β|1/2∇2ψ + ∇4ψ, (5.7)

Pr

(
∂θ

∂t
+
∂(ψ, θ)

∂(x, y)

)
= −∂ψ

∂x
+ ∇2θ. (5.8)

We notice that the bottom friction manifests itself as a damping term proportional to

|β|1/2. Also, the damping due to Ekman friction originates from a term proportional to

a velocity (see equation (5.1)). Therefore it is often referred to as ascale-independent

damping since it affects all length scales in the same manner. Conversely, the damping

due to viscous diffusion arises from a term proportional to∇2U and thus dampens small-

scale structures more greatly than large-scale structures. Thus the addition of the effects of

rigid boundaries, in the form of the bottom friction, increases the likelihood of the smaller-

scale multiple jet solutions arising rather than the large-scale equatorial jets. In equations

(5.7 - 5.8), we have also retained the non-linear terms givenby the Jacobian terms from

equations (4.26 - 4.27), which are the interactions of the small-scale perturbations that

generate mean quantities such as the zonal flow and mean temperature gradient. By mean

quantities we are referring to quantities that are averagedover the azimuthal, that is the

x, coordinate. In fact, for convenience, we shall henceforthrefer to the zonal flows and

mean temperature gradients together as the ‘mean quantities’. Our boundary conditions

remain unchanged from chapter 4 so that we retain

ψ =
∂2ψ

∂y2
= θ = 0, (5.9)

on y = 0 andy = 1. We wish to solve equations (5.7 - 5.8) by numerically integrating

forward in time from an initial state.

5.2 Numerical implementation

In this section we discuss the numerical method used to integrate the non-linear equations

(5.7 - 5.8) forward in time. The methods that we describe hereare discussed in more
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detail in, for example, Boyd (2001). We first rewrite the equations as

∂∇2ψ

∂t
− β

∂ψ

∂x
+Ra

∂θ

∂x
+ C|β|1/2∇2ψ −∇4ψ = −∂(ψ,∇2ψ)

∂(x, y)
≡ F, (5.10)

∂θ

∂t
+ Pr−1∂ψ

∂x
− Pr−1∇2θ = −∂(ψ, θ)

∂(x, y)
≡ H, (5.11)

where we have introducedF andH as the right-hand-sides of these equations. We wish to

use a pseudo-spectral collocation method by expanding the fields as Fourier components

in x and a sine expansion iny. Hence we first write

ψ(x, y, t) =
Nx−1∑

l=−(Nx−1)

ψ̂l(y, t)e
−ilx(2π/Lx), (5.12)

θ(x, y, t) =
Nx−1∑

l=−(Nx−1)

θ̂l(y, t)e
−ilx(2π/Lx), (5.13)

whereLx is the length of our domain in thex-direction so that0 ≤ x ≤ Lx. In fact, we

chooseLx = 2π throughout for simplicity. Also,Nx is thex-resolution. We substitute

these expansions into equations (5.10 - 5.11) to give

(∂yy − l2)∂tψ̂l +
(
ilβ + C|β|1/2(∂yy − l2) − (∂yy − l2)2

)
ψ̂l − ilRaθ̂l = F̂l, (5.14)

∂tθ̂l − ilP r−1ψ̂l − Pr−1(∂yy − l2)θ̂l = Ĥl, (5.15)

where we have dropped the summation signs for convenience. Here we have introduced

F̂l andĤl, which are the Fourier coefficients of the functionsF andH respectively. The

boundary conditions of equation (5.9) now become

ψ̂l = ∂yyψ̂l = θ̂l = 0, (5.16)

on y = 0 andy = 1. We use a semi-implicit scheme by applying a Crank-Nicolson

method to the left-hand-side of equations (5.14 - 5.15) and the second order Adams-

Bashforth method to the right-hand-side to give

(∂yy − l2)
ψ̂n+1

l − ψ̂n
l

∆t
+

1

2

(
ilβ + C|β|1/2(∂yy − l2) − (∂yy − l2)2

)
(ψ̂n+1

l + ψ̂n
l )

− ilRa

2
(θ̂n+1

l + θ̂n
l ) =

1

2
(3F̂ n

l − F̂ n−1
l ), (5.17)

θ̂n+1
l − θ̂n

l

∆t
− ilP r−1

2
(ψ̂n+1

l +ψ̂n
l )−Pr

−1

2
(∂yy−l2)(θ̂n+1

l +θ̂n
l ) =

1

2
(3Ĥn

l −Ĥn−1
l ), (5.18)

where we have used the notation̂fn
l = f̂l(y, n∆t) for some functionf̂ . The timestep is

given by∆t. We must now choose they-dependence of our functions where we wish to
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implement a collocation method. By choosing a sine, rather than Chebyshev, expansion

there is the advantage of implicit boundary conditions. Therefore we write

ψ̂l(y, t) =

Ny−1∑

m=1

ψ̂lm(t) sin(mπy), (5.19)

θ̂l(y, t) =

Ny−1∑

m=1

θ̂lm(t) sin(mπy), (5.20)

where we see that the boundary conditions of equation (5.16)are automatically satisfied

sincesin(mπy) = 0 for y = 0 andy = 1 ∀m ∈ N. We have introducedNy, which is

they-resolution. As the collocation points,yj, we use equally spaced points iny-space so

that

yj =
j

Ny

, j = 1, ..., Ny − 1. (5.21)

We now substitute the expansions of equations (5.19 - 5.20) into equations (5.17 - 5.18)

and evaluate at the collocation points to give

[
− (l2 +m2π2) +

∆t

2

(
ilβ − C|β|1/2(l2 +m2π2) − (l2 +m2π2)2

)]
ψ̂n+1

lm sin(mπyj)

− ilRa∆t

2
θ̂n+1

lm sin(mπyj) =

[
− (l2 +m2π2) − ∆t

2

(
ilβ − C|β|1/2(l2 +m2π2) − (l2 +m2π2)2

)]
ψ̂n

lm sin(mπyj)

+
ilRa∆t

2
θ̂n

lm sin(mπyj) +
∆t

2

(
3F̂ n

lm − F̂ n−1
lm

)
sin(mπyj), (5.22)

(
1 +

∆t

2Pr
(l2 +m2π2)

)
θ̂n+1

lm sin(mπyj) −
il∆t

2Pr
ψ̂n+1

lm sin(mπyj) =

(
1 − ∆t

2Pr
(l2 +m2π2)

)
θ̂n

lm sin(mπyj) +
il∆t

2Pr
ψ̂n

lm sin(mπyj)

+
∆t

2

(
3Ĥn

lm + Ĥn−1
lm

)
sin(mπyj), (5.23)

where we have again dropped the summation signs. This systemof equations must now

be solved for eachl = −(Nx − 1), ..., Nx − 1. To do this we rewrite the above system

of equations in matrix form withj andm as the row and column indices respectively.

Equations (5.22 - 5.23) in matrix form are

AXn+1
l = BXn

l +
∆t

2
(3Fn

l − Fn−1
l ), (5.24)

where

Xn
l = [ψ̂n

l1, ..., ψ̂
n
l(Ny−1), θ̂

n
l1, ..., θ̂

n
l(Ny−1)]

T, (5.25)

Fn
l = [F̂ n

l1, ..., F̂
n
l(Ny−1), Ĥ

n
l1, ..., Ĥ

n
l(Ny−1)]

T. (5.26)
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For a given (j,m) the matricesA andB contain the coefficients of̂ψn+1
lm , θ̂n+1

lm , ψ̂n
lm and

θ̂n
lm from equations (5.22 - 5.23). The rows and columns ofA andB correspond to the

collocation points and the sine expansion respectively. Take matrixA as an example;

the setup of matrixB is similar. For theM th column, the firstNy − 1 rows contain the

coefficients ofψ̂n+1
lM andθ̂n+1

lM from equation (5.22) evaluated at thejth collocation point.

Similarly, rowsNy to 2(Ny − 1) contain the coefficients of̂ψn+1
lM andθ̂n+1

lM from equation

(5.23) evaluated at thejth collocation point. Specifically, for each row, the firstNy − 1

columns contain the coefficients of̂ψn+1
lm whereas columnsNy to 2(Ny − 1) contain the

coefficients of̂θn+1
lm .

The form of equation (5.24) is similar to the matrix form of the equations solved by

Chebyshev collocation in chapters 2 and 4. However, there arenow extra terms on the

right-hand-side which must be calculated at each timestep in order to calculate the fields

at the next timestep. The vectorFn
l can be found, at each timestep, from the definitions of

F andH in equations (5.10 - 5.11). Linear terms and their derivatives can be calculated

directly in spectral space since

∂ψ

∂x
= −ilψ̂lme

−ilx sin(mπy), (5.27)

∂ψ

∂y
= mπψ̂lme

−ilx cos(mπy). (5.28)

Combinations of these terms arising in the non-linear Jacobians of equation (5.10 - 5.11)

must be evaluated in real space. Thus, the required fields arefound in spectral space,

transformed to real space using

∂ψ

∂x
= −

Nx−1∑

l=−(Nx−1)

Ny∑

m=1

ilψ̂lme
−ilx sin(mπy), (5.29)

∂ψ

∂y
=

Nx−1∑

l=−(Nx−1)

Ny∑

m=1

mπψ̂lme
−ilx cos(mπy), (5.30)

and then multiplication for all non-linear terms is done in real space. Note that a Fourier

transform inx as well as a Fourier sine and cosine transform must be used forthe x

andy-derivatives respectively. Once the non-linear terms havebeen calculated they are

inverse-Fourier transformed back to spectral space for usein the vectorFn
l . FinallyXn+1

l

can be found by multiplying equation (5.24) through on the left by A−1. The vectorXn+1
l

then containŝψlm andθ̂lm for 1 ≤ m ≤ Ny − 1 at the new timestep for any value ofl.
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At any given timestep the real space fields,ψ andθ, can be calculated from̂ψlm andθ̂lm

using a Fourier transform and a Fourier sine transform from the definitions of equations

(5.12 - 5.13) via equations (5.19 - 5.20). These are the quantities that we shall plot in our

results in the next section. We are also able to define the meanquantities as follows. The

zonal flow is thex-average of the azimuthal component of the velocity. In the annulus

model the azimuthal direction is thex-direction and hence the zonal flow,Ū, is defined

as

Ū = Ū x̂ = 〈ux〉xx̂ = −∂〈ψ〉x
∂y

x̂, (5.31)

where we have used equation (4.7) to substitute forux. Thex-average is defined as

〈A〉x =
1

Lx

∫ Lx

0

Adx, (5.32)

for a scalar quantity,A. Hence, assuming (for the moment) thatl 6= 0

Ū = − 1

Lx

∫ Lx

0

∂ψ

∂y
dx (5.33)

= − 1

Lx

∫ Lx

0

Nx−1∑

l=−(Nx−1)

Ny−1∑

m=1

mπψ̂lme
−ilx(2π/Lx) cos(mπy)dx (5.34)

=
Nx−1∑

l=−(Nx−1)

Ny−1∑

m=1

m

2il
ψ̂lm cos(mπy)

[
e−2πil − 1

]
(5.35)

= 0, (5.36)

sinceexp(2πil) = 1 ∀l ∈ Z and we have substituted forψ using equations (5.12) and

(5.19). Therefore there is no contribution to the zonal flow from modes withl 6= 0. We

now specifically consider the case ofl = 0 and find that

− 1

Lx

∫ Lx

0

Ny−1∑

m=1

mπψ̂0m cos(mπy)dx = −
Ny−1∑

m=1

mπψ̂0m cos(mπy), (5.37)

and hence

Ū = −
Ny−1∑

m=1

mπψ̂0m cos(mπy). (5.38)

We can follow a similar procedure to gain an expression for the mean temperature:

θ̄ = 〈θ〉x (5.39)

⇒ θ̄ =

Ny−1∑

m=1

θ̂0m sin(mπy). (5.40)
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Also of interest are the total kinetic energy and the zonal part of the kinetic energy, defined

by

ET =
1

Lx

∫
(∇ψ)2dS, and (5.41)

EZ =
1

Lx

∫
(〈∇ψ〉x)2dS, (5.42)

respectively. These quantities can be evaluated via a similar procedure to the derivation

of Ū above where we find that

ET =
1

8

Nx−1∑

l=−(Nx−1)

Ny−1∑

m=1

(l2 +m2π2)ψ̂2
lm, and (5.43)

EZ =
1

8

Ny−1∑

m=1

m2π2ψ̂2
0m. (5.44)

The numerical method described above is implemented in Fortran with the Fourier

transforms performed by various NAG library routines. Specifically, the x-Fourier

transform is performed using routine C06FQF and the sine and cosine transforms using

routines C06HAF and C06HBF respectively. In order to perform the method an initial

state from which to begin the timestepping must be chosen as well as values for the

parameters:Nx andNy.

5.3 Results of the non-linear theory

Here we present the results from simulations of the time evolution of equations (5.7 - 5.8)

using the method discussed in section 5.2. We expect the results to closely match those

of Joneset al. (2003); Rotvig & Jones (2006) where under certain parameter regimes

multiple jets and the bursting phenomenon are observed. We perform numerous runs of

the code for various parameter sets. In table 5.1 we have presented a notation for the runs

that are performed and we shall use this notation to refer to the runs in this section and the

next. We see from table 5.1 that the runs performed are for similar parameter ranges of

the Prandtl number and beta parameter as were used in chapter4; namely0.5 ≤ Pr ≤ 5

and103 < β < 106. In the previous work by Joneset al. (2003); Rotvig & Jones (2006)

only Prandtl number unity was considered and hence we go further with our parameter

range here. We consider Rayleigh numbers above critical so that the initial state does not
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simply decay away. Specifically, we perform runs with the Rayleigh number 2.5, 2.75

and 5 times that of the critical Rayleigh number for a givenPr andβ as indicated in table

5.1. We use the rapid rotation approximation to the criticalRayleigh number as defined

in chapter 4 for the classic Busse annulus case without any basic state zonal flow so that

Rac =
3β4/3Pr4/3

22/3(1 + Pr)4/3
, (5.45)

recalling equation (4.47). The first six runs, I to VI, are runfor the same parameter values

as some of the runs performed by Joneset al. (2003); Rotvig & Jones (2006) in order

to compare with previous work. However, we perform additional runs where we focus

primarily onβ = 5 × 105 andC = 0 for various Prandtl and Rayleigh numbers. The

mean quantities that arise out of these later runs are used inthe next section to consider

how they affect the growth rates of the linear theory.

In order to aid discussion in this section we take the averageof the vorticity equation over

the azimuthal coordinate since this helps to explain zonal flow generation. Thex-average

of equation (5.7) is

∂

∂t
〈∇2ψ〉x +

〈
∂(ψ,∇2ψ)

∂(x, y)

〉

x

− β

〈
∂ψ

∂x

〉

x

= (5.46)

−Ra

〈
∂θ

∂x

〉

x

− C|β|1/2〈∇2ψ〉x + 〈∇4ψ〉x (5.47)

⇒ − ∂

∂y

∂Ū

∂t
+

〈
∂(ψ,∇2ψ)

∂(x, y)

〉

x

= − ∂

∂y

(
−C|β|1/2Ū +

∂2Ū

∂y2

)
, (5.48)

where we have used the definition ofŪ from equation (5.31). The non-linear Jacobian

term can be written

〈
∂(ψ,∇2ψ)

∂(x, y)

〉

x

= 〈ẑ · ∇ × ((u · ∇)u)〉x = − ∂

∂y
〈x̂ · ((u · ∇)u)〉x (5.49)

⇒
〈
∂(ψ,∇2ψ)

∂(x, y)

〉

x

= − ∂

∂y

〈
∂

∂xj

(ujux)

〉

x

= − ∂2

∂y2
〈uxuy〉x, (5.50)

where we have used the fact that the velocity field is solenoidal. Throughout the derivation

of equations (5.46 - 5.50) we have used the fact thatx-derivatives average to zero when

taking thex-average due to the periodicity of the fields inx over the domain. If we take

the y-integral of equation (5.48) with the non-linear term from equation (5.50) inserted

we obtain
∂Ū

∂t
= − ∂

∂y
〈uxuy〉x − C|β|1/2Ū +

∂2Ū

∂y2
, (5.51)
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which is the equation that governs zonal flow generation. We note that zonal flow can

be created by the Reynolds force, confirming thatŪ is a non-linear phenomenon as

expected, and destroyed by the friction terms. The additionof the bottom friction term is

expected therefore to dampen the zonal flow; however, as discussed earlier, it increases

the likelihood of multiple jet solutions arising.

Run Pr β C Ra/Rac τ m∗

I 1 7.07 × 103 0.316 2.5 13.1202 2

II 1 7.07 × 105 0 2.5 1.6540 2

III 1 7.07 × 104 0 2.5 3.6307 1

IV 1 7.07 × 104 0.00316 2.5 1.2348 1

V 1 7.07 × 104 0.316 2.5 8.0784 3

VI 1 7.07 × 105 0.316 2.5 2.6814 5

VII 1 5 × 105 0 2.75 3.2907 2

VIII 1 5 × 105 0 5 0.9302 2

IX 1 5 × 105 0.05 2.75 1.4378 3

X 1 5 × 105 0.5 2.75 3.3784 5

XI 0.5 5 × 105 0 2.75 2.6873 2

XII 0.5 5 × 105 0 5 0.2528 1

XIII 0.5 5 × 105 0.5 2.75 2.6440 4

XIV 2 5 × 105 0 2.75 2.1137 2

XV 2 5 × 105 0 5 1.0321 2

XVI 2 5 × 105 0.05 2.75 2.4241 3

XVII 2 5 × 105 0.5 2.75 2.4677 7

XVIII 5 5 × 105 0 2.75 4.6855 2

XIX 5 5 × 105 0 5 0.5579 2

Table 5.1:Table displaying the parameter sets used for the various non-linear runs.

Each of the runs displayed in table 5.1 are run until a quasi-steady or quasi-periodic state

has evolved from the initial condition. As with previous work, the initial condition is

not found to influence the final state so the solutions are unique. Therefore a random

initial state is used for each run. In figures 5.1 to 5.19 we plot snapshots of the state

of the simulation for each run in table 5.1 once a final state has been achieved for each
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run. The condition that we wait for a final state to be achievedmeans that the snapshots

in these figures are taken after a different number of timesteps and a different amount

of diffusion time for each run. Recall that we are using the viscous timescale in these

simulations and thus the timescale is inversely proportional toν and hence also inversely

proportional toPr = ν/κ. Therefore runs with larger values of the Prandtl number

are more readily integrated over multiple turnover times than runs with small Prandtl

numbers. The quantityτ , appearing in table 5.1, represents the amount of time elapsed

prior to the snapshots, of figures 5.1 to 5.19, being taken. Hence each snapshot is taken

at timet = τ with the values ofτ presented in table 5.1. Also in table 5.1 we displaym∗,

which denotes the dominant radial wavenumber at timeτ . The value ofm∗ determines

whether multiple jets are present; a solution hasm∗ + 1 jets and we definem∗ ≥ 3 to

denote a multiple jet solution. The reason for this choice ofdefinition for multiple jets

is two-fold. Firstly, the definition matches that of the previous literature (Joneset al.,

2003; Rotvig & Jones, 2006). Secondly, we recall from our discussion at the start of

this chapter that solutions with strong prograde equatorial jets flanked by two retrograde

jets are commonly produced in simulations but solutions with more jets are more difficult

to obtain (Heimpelet al., 2005). Here it will be of particular interest if the solution

displays more than just the three commonly found jets. Therefore it makes sense to define

a multiple jet as a solution which contains more than three jets. We have predominantly

used the resolution(Nx, Ny) = (256, 128) although runs VIII, XIV, XVI and XVII have

(Nx, Ny) = (384, 128) and runs XV, XVIII and XIX have(Nx, Ny) = (512, 128).

The three plots displayed in each figure 5.1 to 5.19 from top tobottom represent the

following. The top two plots display theψ-contours and theθ-contours at timeτ ,

respectively. In the case of theψ-contours, positive and negative values represent

clockwise and anti-clockwise motion respectively. In the third plot of each figure we plot

four quantities: the zonal flow,̄U , the mean temperature profile,θ̄, the total temperature

profile,T = T0 + θ̄, and the mean temperature gradient,θ̄′. The values of̄U have been

normalised using eithermax(Ū) or−min(Ū), whichever is larger. Likewise,̄θ′ has been

normalised using eithermax(θ̄′) or−min(θ̄′). Also, the exact value ofT has been plotted,

whereas̄θ has been amplified by a factor of five in order to be more clearlydisplayed. The

range over which the quantities vary are presented beneath the third plot.

The first six runs are for parameter regimes used by Joneset al. (2003); Rotvig & Jones
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(2006) so thatPr = 1 andRa/Rac = 2.5 throughout. We begin by making some general

observations about the dynamics seen in many of the figures. From figures 5.1 to 5.6 it

is clear that the non-linear effects have significantly altered the simple structure of the

fields predicted by the linear theory of section 4.2. The formof ψ andθ given by equation

(4.45) indicated thin disturbances that stretched across the whole annular layer (that is,

from y = 0 to y = 1). However, although this structure can be seen in certain regions

for some runs (for example figure 5.1), the overall flow pattern is rather different to that

predicted in the linear theory.

In figure 5.1, for run I withβ = 7.07 × 103 andC = 0.316, a net eastward zonal flow is

produced aty = 1/2. This is caused by the interaction of the predominantly clockwise

motions fory < 1/2 with the predominantly anti-clockwise motions fory > 1/2. The

resultant negativey-gradient inψ produces an eastward zonal flow (Ū > 0) as expected

from equation (5.31). Further examples of the production ofthe zonal flow in a similar

way can be seen in the other plots. However, the annulus modelwith sloped boundaries,

neglects any preference that there may be for waves to propagate in onex-direction over

the other. Therefore, for each solution we produce with a zonal flow in the positive

x-direction, there is an equivalent solution with the zonal flow acting in the opposite

direction. In order to overcome this degeneracy, curvatureof the end wall boundaries

must be included in the model. Busse & Or (1986) consider the effect of such curvature

of the end walls. In some plots, for example theψ-plots of figures 5.2 and 5.3, the zonal

flow is strong enough to dominate the dynamics so much that convective cell patterns are

no longer visible. In such cases, the correlation between regions of strong zonal flow and

regions of strong∂ψ/∂y is very clear.

There are also general observations that can be made from theθ-plots of figures 5.1 to

5.6. Thesin(πy) dependence of the linear theory, where one would expect alternating

yellow and blue vertical stripes, has again been suppressedby non-linear effects. In fact,

the preference is almost exclusively for yellow (θ > 0) and blue (θ < 0) in the regions

y < 1/2 andy > 1/2 respectively. This is a result of the mean temperature,θ̄, attempting

to balance, or ‘flatten out’ the static temperature profile. We also notice that often the

regions of most active heat transport occur when the gradient of Ū is approximately zero.

This is because convection can be carried along with the zonal flow in areas where the

flow strength is near-constant. However, the shearing effect of a gradient in the zonal
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Figure 5.1:Contour plot for run I:Pr = 1, β = 7.07 × 103, C = 0.316, Ra/Rac = 2.5.
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flow significantly disrupts convection cells by tearing themapart. Many of the runs also

display a striking correlation of theθ-contours with the slope of̄U . Theθ-contours show

the local slope of the flow because temperature is advected with the flow. This slope then

gives the sign of the Reynolds stress, which via equation (5.51) determines the form of

the zonal flow. Therefore this explains why the slope of theθ-contours is correlated with

the slope of the zonal flow.

We now discuss how the general features of the dynamics described above alter in various

parameter regimes. For the first six runs, which are for parameter regimes used by Jones

et al.(2003); Rotvig & Jones (2006), we see excellent agreement with the previous results.

For each parameter set the state has evolved into a final statewith the same properties as

those found in the previous literature. In particular, the number of jets produced for the

parameter sets of these first six runs matches exactly with those of table 1 from Rotvig

& Jones (2006). Asβ is increased the disturbances become smaller in thex-direction.

Thus there are fewer convection cells in figure 5.1 whereβ = 7.07 × 103 compared with

later runs (see, for example, figure 5.2, run II whereβ = 7.07 × 105). This is due to

the dependence ofk on β given in equation (4.47). In fact, in figure 5.2 we see that the

convection is localised rather than occurring throughout the domain, unlike most of the

other figures. Run II has settled into a quasi-periodic state where bursts of convection

occur. During a burst, the convection takes place everywhere in the domain and drives up

the zonal flow. The snapshot in figure 5.2 displays the situation shortly after a burst has

taken place and the convection is localised. We will displayfurther evidence for bursting

solutions in the next set of runs.

There is also an increase in the strength of the zonal flow asβ is increased; compare the

magnitude ofŪ in figures 5.3 and 5.2, for runs III and II, whereC = 0 or alternatively

in figures, 5.5 and 5.6, for runs V and VI, whereC 6= 0. Since the forcing is the same

for all of these runs (Ra = 2.5Rac), there must be another explanation for the differing

magnitudes of the zonal flow. Recall from equation (5.51) thatthe magnitude of the

zonal flow is determined by the balance of the Reynolds forcingagainst the frictional

terms. Therefore in order to maintain a larger zonal flow at increased values ofβ, the

Reynolds stresses must be larger. There are two ways in which the Reynolds stresses

could be larger: either the convection is stronger or the streamlines slope more. The

former explains why a larger value ofRa results in a larger zonal flow; the Reynolds
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Figure 5.2:Contour plot for run II:Pr = 1, β = 7.07 × 105, C = 0, Ra/Rac = 2.5.
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Figure 5.3:Contour plot for run III:Pr = 1, β = 7.07 × 104, C = 0, Ra/Rac = 2.5.
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Figure 5.4:Contour plot for run IV:Pr = 1, β = 7.07 × 104, C = 0.00316, Ra/Rac = 2.5.
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Figure 5.5:Contour plot for run V:Pr = 1, β = 7.07 × 104, C = 0.316, Ra/Rac = 2.5.
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stresses scale likeψ2. However, in runs I and II the forcing is the same and the convective

velocities are comparable. Therefore we expect that at largerβ the streamlines slope more

in order to give rise to the increased Reynolds forcing and larger zonal flow. This also

explains why no zonal flow is produced in the absence of rotation since theψ-contours

do not slope whenβ = 0. The general increase in the magnitude of the zonal flow must

saturate at some large value ofβ since the sloping of the streamlines cannot continue

indefinitely.

For runs whereC = 0 we also do not find any evidence of multiple jets since runs II

and III are dominated by wavenumbersm = 2 andm = 1 respectively. For runs where

the zonal flow is strong (for example runs II and III) the contour plots display large-scale

structures in thex-direction so that the flow pattern is banded. In figure 5.2 it appears as

though there is very little change of the flow pattern in thex-direction, which may result in

negligible radial flow sinceuy = ∂ψ/∂x. However, the radial (convective) flow here may

actually be comparable with previous cases (for example runI), since theψ-contours are

larger in the former case. The zonal flow is very dominant in run II so that any structure

in thex-direction is swamped by they-structure. However, it is certainly true thatux and

uy are far more similar in size in run I compared with run II. In the y-direction there is

more structure with strongy-dependence near the boundaries and aty = 1/2 resulting in

the strong zonal flow there sinceux = −∂ψ/∂y.

The zonal flow is weakened by the introduction of the bottom friction as expected from

equation (5.51). This is best shown by comparing figures 5.4 and 5.5, for runs IV and V,

which have the same value ofβ but different values ofC. The zonal flow has depleted

in strength from≈ ±400, in run IV, to ≈ ±70 in run V. Note also that there is far less

order in the contour plots forψ andθ in figure 5.5 since the zonal flow is weak. This is

also the case in figure 5.1. The introduction of the Ekman layer also drastically improves

the likelihood of multiple jet solutions. The only runs, of these first six, where multiple

jets are presented are runs V and VI. These two runs both haveC = 0.316, which is the

largest value ofC tested, for these initial runs. The possibility of multiplejets arising

also increases asβ is increased. Thus, relatively large values ofC andβ are preferred for

multiple jets, as evidenced by figure 5.6 which has the most jets (six in total) of any of

these first six runs. The number of jets found for each run can be compared directly with
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Figure 5.6:Contour plot for run VI:Pr = 1, β = 7.07 × 105, C = 0.316, Ra/Rac = 2.5.
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those of table 1 from Joneset al. (2003) and table 1 from Rotvig & Jones (2006), where

we see excellent agreement.

The replication of previous results gives us confidence to explore further parameter

regimes and the bursting phenomenon. This is what we performin runs VII to XIX.

The parameter regimes used for these runs can, again, be found in table 5.1, where we see

that all haveβ = 5 × 105. We have considered further values of the Prandtl number and

Rayleigh number, whilst continuing to varyC.

From figures 5.7 to 5.19 we see the same general dependence onC emerging as was found

for runs I to VI, for different Prandtl numbers. The introduction ofC reduces the strength

of the zonal flow. We first consider runs VII to X wherePr = 1. Figure 5.7 for run VII

compares very well to that of figure 5.2 where the parameters are almost the same. We

see in figure 5.8 for run VIII that increasing the Rayleigh number to five times critical

increases the zonal flow strength (compare with run VII). This is to be expected, and was

also found to be the case in previous work (Rotvig & Jones, 2006). A higher Rayleigh

number increases the driving thereby also increasing the magnitude of the zonal flow that

can be produced. Figure 5.8 also shows that the increase in the Rayleigh number has

caused a rise in the peak value of the mean temperature gradient (again compare with run

VII). If the Rayleigh number is held constant and insteadC is increased progressively we

see the same dependence onC as was discussed earlier. When increasingC from figures

5.7 to 5.9 to 5.10 we observe a weakening of the zonal flow but anincrease in the number

of jets. In run VIII we also notice some thermal boundary layer structure. From figure 5.8

we see that the gradient ofT increases in magnitude sharply aty = 0 andy = 1 indicating

enhanced heat transport.

We now move on to the case where the Prandtl number has been reduced toPr = 0.5,

shown in figures 5.11, 5.12 and 5.13 for runs XI, XII and XIII. We are able to compare

these runs directly with the runs VII, VIII and X where the only parameter to have changed

in each case is the Prandtl number. By lowering the Prandtl number we notice that the

field contours and the pattern of the zonal flow remain quite similar between runs VII and

XI though the zonal flow strength is slightly less in thePr = 0.5 case. WhenRa = 5Rac

we see much more of a difference between thePr = 0.5 andPr = 1 cases in figures

5.12 and 5.8. There are just two jets whenPr = 0.5 though the strength of the zonal
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Figure 5.7:Contour plot for run VII:Pr = 1, β = 5 × 105, C = 0, Ra/Rac = 2.75.
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Figure 5.8:Contour plot for run VIII:Pr = 1, β = 5 × 105, C = 0, Ra/Rac = 5.
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Figure 5.9:Contour plot for run IX:Pr = 1, β = 5 × 105, C = 0.05, Ra/Rac = 2.75.
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Figure 5.10:Contour plot for run X:Pr = 1, β = 5 × 105, C = 0.5, Ra/Rac = 2.75.



Chapter 5. A non-linear theory for the annulus model 140

Figure 5.11:Contour plot for run XI:Pr = 0.5, β = 5 × 105, C = 0, Ra/Rac = 2.75.
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Figure 5.12:Contour plot for run XII:Pr = 0.5, β = 5 × 105, C = 0, Ra/Rac = 5.
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Figure 5.13:Contour plot for run XIII:Pr = 0.5, β = 5 × 105, C = 0.5, Ra/Rac = 2.75.
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flow is larger than in thePr = 1 case. Figures 5.13 and 5.10 show that the reduction of

the Prandtl number also has some effect on the case whereC = 0.5. The zonal flow is

slightly stronger with one fewer jets in thePr = 0.5 case but otherwise the form of the

convection is comparable in both figures. Also of note, when comparing runs XI, XII and

XIII to VII, VIII and X is that the peak mean temperature gradient is larger in all three

cases whenPr = 1.

We now discuss increasing the Prandtl number fromPr = 1 toPr = 2. We can compare

figures 5.14 to 5.17 for runs XIV to XVII with those of runs VII to X respectively, since

the only parameter change is in the Prandtl number. By comparing these two sets of

figures we see that there is, other than in a couple of cases, a general depletion of all

quantities as the Prandtl number is increased. The convection patterns are similar in the

cases whereC = 0 as shown by comparing figures 5.7 and 5.8 with 5.14 and 5.15.

However the zonal flow strength, as well as the contours, are reduced in thePr = 2 case.

There is remarkable similarity between the plots for the twoPrandtl numbers currently

in question whenC = 0.05, see figures 5.9 and 5.16. The number of jets is the same

in both cases and many of the quantities are of a similar size.However, there is again a

smaller zonal flow strength when the Prandtl number is larger. The final run withPr = 2,

namely run XVII, appears to have a large number of jets, whichis expected since the

bottom friction isC = 0.5. There is, however, only a weak zonal flow resulting in the

ψ-contours lacking a clear banded structure. This was not thecase whenPr = 1 (see

figure 5.10). Thus it seems that increasing the Prandtl number causes the system to lose

its banded structure at a lower value ofC. We should also note that the reduction in flow

strength with increasing Prandtl number is to be expected. This is because the momentum

diffusivity rate, ν, is larger so it is more difficult for large-scale flows to evolve before

being diffused away.

The Prandtl number is increased further toPr = 5, in figures 5.18 and 5.19 for runs

XVIII and XIX respectively. In these plots the zonal flow is again, as expected, weaker

than in the equivalent cases with smaller Prandtl numbers. However, there is an increase

in the extrema values of the mean temperature gradient, which continues a general trend

from the aforementioned figures. This can be explained by theincreased Prandtl number

resulting in a smaller thermal diffusivity,κ. Hence, in contrast to the zonal flow, a

relatively large mean temperature gradient can develop more easily due to the increased
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Figure 5.14:Contour plot for run XIV:Pr = 2, β = 5 × 105, C = 0, Ra/Rac = 2.75.
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Figure 5.15:Contour plot for run XV:Pr = 2, β = 5 × 105, C = 0, Ra/Rac = 5.
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Figure 5.16:Contour plot for run XVI:Pr = 2, β = 5 × 105, C = 0.05, Ra/Rac = 2.75.
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Figure 5.17:Contour plot for run XVII:Pr = 2, β = 5 × 105, C = 0.5, Ra/Rac = 2.75.
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time it takes to be diffused away. Also of note from figures 5.18 and 5.19 is the fact that

the disturbances are becoming increasingly small-scale asthe Prandtl number is increased.

This is the cause of the increased resolution used for these,and other runs of the code, as

we mentioned earlier. The increasingly small-scale naturein thex-direction of the fields is

to be expected. The critical wavenumber (in the limit of rapid rotation) is given in equation

(4.47) and we see that it is proportional to(Pr/1 + Pr)1/3. Therefore the wavenumber,

k, at onset becomes greater and the disturbances themselves become increasingly small-

scale asPr is increased.

For several of the runs VI to XIX we also plot, in figures 5.20 to5.27, several more

quantities as they evolve, for a period of time prior to each snapshot culminating at the

timestep of the snapshot itself. The three plots displayed in each figure 5.20 to 5.27

from top to bottom represent the following. The top plot displays the various energies,

at each timestep, which were defined by equations (5.43 - 5.44), namely the total kinetic

energy,ET , the zonal kinetic energy,EZ , and the difference between the two,ED. The

remaining two plots contain the extremum values (that is, the maxima and minima) of the

mean quantities, at each timestep. Figures 5.20 to 5.27 allow us to observe the bursting

phenomenon that has been found in previous work (Rotvig & Jones, 2006).

Figure 5.20 shows that the zonal energy is relatively small for run XI. There are also no

large fluctuations in the zonal flow though there are fluctuations in the energies. With

such small fluctuations in the various quantities we can perhaps conclude that only very

weak bursting is occurring in this run, if at all. The Rayleighnumber is increased to five

times critical in figure 5.21, for run XII, and the zonal energy now forms the majority

of the kinetic energy in the system. There is also evidence ofthe bursting phenomenon

with a gradual decline in of all the quantities in the three plots before a sharp increase at

t ≈ 2.48. The energy and mean quantity extrema plot for run XIII is omitted due to its

similarity to other figures; the run does not show evidence ofbursting.

Figure 5.22, which is for run VII, perhaps best showcases thebursts of convection

with several bursts apparent. A clear quasi-periodic phenomenon is occurring with all

quantities displaying an oscillatory nature. The zonal flowis oscillating over a range of

approximately 500. At times when there is a sharp increase inthe energy and the extrema

of Ū , the zonal flow is driven up by the convection. However, the strong shear of the
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Figure 5.18:Contour plot for run XVIII:Pr = 5, β = 5 × 105, C = 0, Ra/Rac = 2.75.
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Figure 5.19:Contour plot for run XIX:Pr = 5, β = 5 × 105, C = 0, Ra/Rac = 5.
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Figure 5.20:Energy and mean quantity extrema plots for run XI.
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Figure 5.21:Energy and mean quantity extrema plots for run XII.
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Figure 5.22:Energy and mean quantity extrema plots for run VII.



Chapter 5. A non-linear theory for the annulus model 154

zonal flow then inhibits the convection, which depletes the source of energy for the zonal

flow. Note that the maxima of the zonal energy occurs shortly after the maximum values

of the extrema of̄U . The zonal energy then decreases to a level that allows the convection

to build up and a new burst can occur. Also of interest is the clear periodic nature of

the mean temperature gradient in the third plot. This quantity was not studied in the

previous work. However, the clear alignment of peaks of meantemperature gradient with

the increase of the zonal energy suggests that it may too playan important role in the

bursting phenomenon. Taken at the end of the time period displayed in figure 5.22 is the

snapshot for this run, which was displayed earlier in figure 5.7. From figure 5.22 we see

that the snapshot occurs whenED is near a peak and figure 5.7 shows that convection is

occurring almost everywhere. This is typical of many runs for times when the convective

energy is large and therefore the convection occurs throughout the domain and is able to

drive up the zonal flow. The figure for run VIII is omitted here due to its similarity to

figure 5.21, though it too shows bursting.

We now move on to figures 5.23 and 5.24 which are also forPr = 1 but bursting is less

evident. In figure 5.23, for run IX withC = 0.05, bursting appears to be occurring but

it is sporadic with certain time periods only producing small bursts. The range of the

oscillations of the zonal flow is also smaller, now≈ 300. For figure 5.24, whereC = 0.5,

the zonal flow is weak as shown by the energy plot. Also, bursting appears to have ceased

with only very small oscillations in the extrema of the zonalflow occurring. Therefore,

we can conclude that the bottom friction hinders the bursting phenomenon, which is in

agreement with the previous work (Joneset al., 2003; Rotvig & Jones, 2006). For the

runs where bursting occurs forPr = 1 (that is, runs VII, VIII and IX) the period of the

bursting is found to be≈ 0.02 of a diffusion time. This can be observed from figures 5.22

and 5.23.

We have again omitted a plot for run XIV (wherePr = 2) due to its similarity to figure

5.22. The only significant difference to be found is a reduction in the zonal energy and

zonal flow extremum, which is to be expected for larger Prandtl numbers. However, in

figures 5.25 and 5.26 we plot the energy and mean quantity extrema plots for runs XV

and XVII wherePr = 2. Figure 5.25 once again shows clear evidence of bursting,

this time at five times critical. The maximum values ofET and θ̄′max continue to occur

shortly before the peaks in̄Umax and−Ūmin. The period of time between bursts has also
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Figure 5.23:Energy and mean quantity extrema plots for run IX.
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Figure 5.24:Energy and mean quantity extrema plots for run X.
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Figure 5.25:Energy and mean quantity extrema plots for run XV.
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Figure 5.26:Energy and mean quantity extrema plots for run XVII.
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remained constant at≈ 0.02 despite the increase in the Prandtl and Rayleigh numbers

compared with the earlier runs. This suggests that the period of the bursts is not strongly

dependent on eitherPr nor Ra. From figure 5.25 it is clear that the snapshot for this

run (see figure 5.15) is taken during a time of strong zonal flow; that is post-convective

burst. The convection in figure 5.15 is also localised due to the strong zonal flow. This is

in contrast to figure 5.7 which is taken during a burst. This shows that during a bursting

cycle there are both periods where convection occurs everywhere and where convection

is localised. Also of note is that the range of the fluctuationin the maximum value of the

mean temperature gradient is larger than in the cases of lower Prandtl number (compare

with figure 5.21). We do not give a plot for run XVI; it is similar to figure 5.23. Figure

5.26 again shows that increasing the bottom friction causesthe bursting to halt, as well

as reducing the magnitude of the zonal flow itself. In particular, the energy plot of figure

5.26 shows that the zonal energy is extremely small indeed.

Our final plot of energies and extremum values of mean quantities in figure 5.27 is for run

XVIII, where Pr = 5. We see that despite the zonal energy forming the majority ofthe

kinetic energy the bursting has certainly ceased. The values of all quantities are nearly

constant over a relatively long period of time. The same situation was found for run XIX,

which has a larger Rayleigh number so bursting does not occur even for values ofRa that

are several times critical.

We conclude this section by summarising the novel work performed. We have observed

that the bursting phenomenon seems to only occur for a finite range of Prandtl numbers.

Figures 5.20 and 5.21 showed that bursting can occur forPr = 0.5 but is weak, at

best, unless the Rayleigh number is large. There is plenty of evidence of bursting for

Pr = 1 andPr = 2 for both values of the Rayleigh number tested. However, as the

Prandtl number is increased further the bursts of convection no longer arise, even for

large Rayleigh numbers suggesting that the phenomenon ceases for somePr > 2. In this

section we also described how there were oscillations of themean temperature gradient

occurring along with the bursts of convection. This appearsto have been overlooked

in previous work. As we shall see in the next section the periodic nature of the mean

temperature gradient plays a significant role in the production of the bursting phenomenon

itself.



Chapter 5. A non-linear theory for the annulus model 160

Figure 5.27:Energy and mean quantity extrema plots for run XVIII.
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5.4 Linear results with mean quantities

In section 5.3 we were able to reproduce many of the results obtained by Joneset al.

(2003); Rotvig & Jones (2006) including multiple jets and theappearance of the bursting

phenomenon. In particular, we saw how large zonal flows and mean temperature gradients

readily appeared under many parameter regimes. These zonalflows, which were formed

by the time integration of the non-linear equations, will have a more realistic form than

the zonal flows we posed in chapter 4. In fact, we mentioned in chapter 4 that there are

infinitely many choices for the form of the zonal flow prescribed in the linear theory; that

is U0(y). Hence it is sensible to perform the linear theory, as in chapter 4, withU0(y)

set equal to the zonal flows evolved in the non-linear theory.This is what we consider

in section 5.4.1. We also setRe = 1 throughout so that the magnitude of the zonal flow

comes directly from its non-linear form.

In section 5.2 we also defined the mean temperature gradient and noticed that it too took

a quasi-periodic form in time. It is possible to incorporatethis mean temperature gradient

into the linear theory in a similar way to the zonal flow. To do this we suppose that the

basic state temperature used in the linear theory now takes the form

T0 =
∆Ty

D
+G0(y), (5.52)

where∆Ty/D is the static temperature profile used previously (recall equation 4.4). Here

G0(y) is a mean temperature profile, which gives rise to a mean temperature gradient

in the basic state. This mean temperature gradient arises from non-linear interactions

between the velocity and temperature perturbations and alters the basic state temperature

gradient from that of the static gradient,∆T/D. Hence we can visualise this mean

temperature gradient as the temperature profile analogy ofU0(y) for the basic state

velocity. Rather than having the basic state as being static (that is, u0 = 0 and

T0 = ∆Ty/D) we have now introduced the effects of non-linear terms intothe basic

state for both the velocity and temperature profiles.

We must now use the form ofT0 given in equation (5.52) to derive extra terms in our linear

theory equations. This amounts to considering what terms arise from settingT = G0(y)

in equations (4.5) and (1.15). SinceG0 has nox-dependence we see that no extra terms
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appear in equation (4.5) so that we retain

∂∇2ψ

∂t
+ReU0

∂∇2ψ

∂x
− (β +ReU ′′

0 )
∂ψ

∂x
= −Ra∂θ

∂x
+ ∇4ψ, (5.53)

as the vorticity equation. Thus, recalling equation (4.26)we note that the vorticity

equation remains unchanged under the addition of the mean temperature gradient. We

must also consider new terms arising in the temperature equation, (1.15), withT = G0.

We ignore the zeroth order basic state terms so that only the second term (that is, the

advection term) in equation (1.15) provides a new term, which is

(u · ∇)G0 = uy
dG0

dy
=

∂ψ

∂x

dG0

dy
, (5.54)

using the definition ofuy from equation (4.7). Hence the heat equation, (4.27), is modified

with this extra term so that it becomes

Pr

(
∂θ

∂t
+ReU0

∂θ

∂x
+
∂ψ

∂x

dG0

dy

)
= −∂ψ

∂x
+ ∇2θ. (5.55)

We use the runs discussed in section 5.3 to provide the mean quantities to be entered into

the linear theory. Of course, as the system is evolved duringthese runs the zonal flow

and mean temperature gradient change at each timestep. In order to fully analyse the

effects of the mean quantities on the linear theory we perform the linear stability analysis

at each timestep, rather than simply picking certain timesteps. This allowsus to see how

the growth rates of the linear system evolve as the dynamics of non-linear system evolve.

Therefore we add the code that solves the linear theory from chapter 4 to the non-linear

code (discussed in section 5.2) as a subroutine, which is called after every timestep. With

the same parameter set as that being used in the non-linear run and withU0(y) andG0(y)

set equal tōU andθ̄ respectively, the subroutine outputs the growth rates.

In the plots that we shall discuss, the growth rate, wavenumber and frequency will be

functions of time for the same time periods as those taken forthe plots in figures 5.20

to 5.27. Therefore we shall be able to directly compare the outputs from the linear

theory with those of the non-linear theory, over the same time intervals. We are primarily

interested in the growth rate of the fastest growing mode andhow it varies as the non-

linear system is evolved. This is because we wish to ascertain if the magnitude of any

growth varies with the mean quantities. Consequently, we primarily look at the linear

outputs for runs of section 5.3 where the bursting phenomenon was witnessed. We split
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the remainder of this section into three subsections where we consider the linear theory

with the addition of a) the non-linear zonal flow, b) mean temperature and c) both mean

quantities.

5.4.1 Linear results with non-linear zonal flow

We first consider the linear stability results in the case where only the zonal flow,Ū ,

is included in the linear theory. Hence in this subsection wesetU0(y) = Ū(y) and

G0(y) = 0 in the linear equations, (5.53) and (5.55). The procedure here is similar to that

of chapter 4 where only a zonal flow was included in the basic state. However, unlike

chapter 4 where marginal stability was considered so thatσ = 0 andRa = Rac, here

we are looking for the fastest growing mode with the Rayleigh number equal to that of

the non-linear runs. Figures 5.28 to 5.31 show how the growthrate,σ, frequency,ω, and

wavenumber,k, vary as the non-linear system is evolved, for several runs from table 5.1.

We first consider figure 5.28, for run XII, which can be compared with the plots of figure

5.21. By doing so we see that there is certainly correlation between the growth rate and

the zonal energy and extrema of the zonal flow. As the zonal flowstrength gradually

decreases the quantities plotted in figure 5.28 remain fairly constant. However, there is a

sudden increase inσ andk at t ≈ 0.247, which is whereEZ attains its minimum. This is

to be expected as the growth of convection should occur when the zonal flow is weakest.

Although the range of the growth rate is quite large, we notice thatσ is never less than

≈ 1500. Therefore the zonal flow reduces the growth of the convection but does not

completely cause it to cease. AsEZ increases aftert ≈ 0.247 the growth rate begins to

decrease again due to the disruption of the convection by theadditional strength of the

zonal flow.

If we now move on to figure 5.29, for run VII, we again see some correlation with the

plots of figure 5.22. Unlike in the case for run XII, the growthrate now remains relatively

constant. The correlation withEZ in figure 5.22 is also far less obvious, so it seems again

that the zonal flow is not sufficiently affecting the growth ofconvection. There is excellent

correlation however between the frequency,ω, and the zonal flow strength. The frequency

is smallest in magnitude when the zonal flow is weakest. Peaksin k also coincide with

locations of strong zonal flow although the range of the wavenumber is small.
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Figure 5.28:Growth rate, frequency and wavenumber plots for run XII withnon-linear zonal flow.
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Figure 5.29:Growth rate, frequency and wavenumber plots for run VII withnon-linear zonal flow.
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Figure 5.30:Growth rate, frequency and wavenumber plots for run XV with non-linear zonal flow.
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Figure 5.31:Growth rate, frequency and wavenumber plots for run XVII with non-linear zonal flow.
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Run XV also displays bursting and again there is correlation between the quantities of

figures 5.30 and 5.25. Once again the minimum growth rate is attained when the zonal

energy is largest and the zonal flow is unable to reduce the growth rate to marginal or

decaying modes. Peaks in|ω| andk are again found whenEZ acquires a maximum,

at t ≈ 1.013 and t ≈ 1.030. Finally for this subsection we consider a run for which

bursting was not observed; namely run XVII. When comparing figures 5.31 and 5.26 we

immediately notice the lack of correlation between quantities that was present for the

previous runs discussed. The range ofσ, ω andk is far smaller due to the weakened zonal

flow in this run and thus the departure from theU0 = 0 case is minimal.

We can conclude from this subsection that the zonal flows of the non-linear theory

certainly have a profound effect on the linear growth rates of convection. For runs where

bursting is observed, the peaks in the growth rate coincide with times when the zonal flow

is weakest. However, the zonal flow is unable to halt the growth of convection altogether

as evidenced by the lack of negative growth rates in figures 5.28 to 5.31. Therefore another

process, at least in part, must be responsible for the sufficient reduction in convective

growth. In the next subsection we consider whether the non-linear mean temperature

gradient can fulfill this role.

5.4.2 Linear results with non-linear mean temperature gradient

We now consider the linear stability results in the absence of any zonal flow but with the

mean temperature gradient,θ̄′, included. Thus, in this subsection we setU0 = 0 and

G0 = θ̄ in the linear equations, (5.53) and (5.55). Figures 5.32 to 5.35 contain plots

displaying howσ, ω andk vary as the non-linear system is evolved when only the mean

temperature gradient is included in the linear system. As with the previous subsection

we can compare these plots with the energy and mean quantity extremum plots for the

relevant runs from section 5.3.

We first consider figure 5.32, for run XII, which can be compared with figure 5.21. All

three of the quantities in figure 5.32 remain near constant tobegin with since the extrema

of the mean temperature gradient are also approximately constant fort < 0.247. The

sudden increase in̄θ′max at t ≈ 0.247 is accompanied by an abrupt reduction in the growth

rate. This is to be expected since if the mean temperature gradient is able to partially
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(or indeed, fully) cancel out the static temperature gradient, the overall gradient will be

less adverse. Thus the system will be less eager to convect, resulting in smaller growth

rates. However, even when the mean temperature gradient is strong the growth rate is

only reduced by approximately10%. In fact, this is a smaller reduction of the growth rate

than was present in the previous subsection. Associated with the region of strong mean

temperature gradient there is also a reduction in|ω| and the wavelengths of the modes.

The plots in figure 5.33, for run VII, show clear correlation with 5.22. The growth rate

oscillates, though again does not reduce significantly. Shortly after each peak in̄θ′max

there is minimum of the growth rate, as expected. The correlation of the frequency and

wavenumber is also clear with the same dependence as seen before. In figure 5.34, for run

XV, we again see the same pattern of correlation by comparingwith figure 5.25. Peaks of

θ̄′max at t ≈ 1.012 andt ≈ 1.029 are associated with weak growth and short wavelengths

whilst the intermediate period has increasing growth. There is a lack of order in the plots

for run XVII, displayed in figure 5.35, where only small fluctuations inσ, ω andk are

observed. This is to be expected due to the near constant values that the extrema of the

mean temperature gradient take in figure 5.26.

In this subsection we have discussed the effect that the addition of the non-linear mean

temperature gradient has on the linear stability in the absence of zonal flow. The

observations are similar to the previous subsection. A strong mean temperature gradient

can indeed reduce the growth rate of convection due to a reduction in the overall adverse

temperature gradient present. However, the growth rate does not become marginal or

negative even during times of strong mean temperature gradient. We would expect to find

σ ≈ 0 during the periods just prior to the convective bursts and hence it does not seem that

a mean temperature gradient alone can produce bursting. Theanalogous result was found

in the previous subsection for systems with zonal flow but no mean temperature gradient

included. Therefore we propose thatbothmean quantities are required to produce bursts

and we test this conjecture in the next subsection.

5.4.3 Linear results with both non-linear mean quantities

We have seen in the previous two subsections that including only one of the mean

quantities in the linear theory does not yield the required range of the growth rate expected
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Figure 5.32:Growth rate, frequency and wavenumber plots for run XII withnon-linear mean temperature

gradient.
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Figure 5.33:Growth rate, frequency and wavenumber plots for run VII withnon-linear mean temperature

gradient.
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Figure 5.34:Growth rate, frequency and wavenumber plots for run XV with non-linear mean temperature

gradient.
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Figure 5.35: Growth rate, frequency and wavenumber plots for run XVII with non-linear mean

temperature gradient.
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for bursts of convection. We therefore expect that the bursting is controlled by both a zonal

flow and a mean temperature gradient together and that both are necessary to produce the

phenomenon. Hence we now finally consider the linear stability results with both mean

quantities,Ū andθ̄′, included. Therefore in this subsection we setU0 = Ū andG0 = θ̄ in

the linear equations, (5.53) and (5.55). As with the previous subsections, we compare the

plots of figures 5.36 to 5.39 forσ, ω andk with the energy and mean quantity extremum

plots for the relevant runs from section 5.3.

The comparison of figure 5.36, for run XII, with figure 5.21 shows that there is again

correlation between the linear quantities and the non-linear energies. In fact, the plots of

figure 5.36 are extremely similar to those of figure 5.28 whereonly the zonal flow was

included. Strong growth of the same order of magnitude remains possible at times when

the zonal flow and mean temperature gradient are weak. However, the key difference

between these sets of plots is that, for the case where both mean quantities are included,

the growth rate is approximately zero when the mean quantities are large. This was not

the case previously and therefore including both mean quantities has given the desired

result which is the ceasing of the convection.

The correlation ofσ in figure 5.37, for run VII, with the quantities plotted in figure 5.22 is

striking. As with figure 5.33 there is strong growth located where the zonal flow and mean

temperature gradient are weak. However, unlike figures 5.29and 5.33, the growth rate

becomes negative when it attains its minimum values. Hence when the mean quantities

are large the convective modes of the linear theory decay. The combination of the zonal

flow and the mean temperature gradient in the linear theory causes the convection to cease.

Also of note is that the wavenumber and the frequency of the modes both tend to zero at

times of weak convective growth or, equivalently, times of strong zonal flow.

Figure 5.38, for run XV, also appears to show that both mean quantities are necessary for

bursting. There is an initial period of strong growth att ≈ 1.010 where we see from figure

5.25 that the mean quantities are weak. Followed by the strong growth there is a period

whereσ ≈ 0 coinciding with the time between whichEZ reduces from its maxima to its

minima. After the zonal energy attains its minimum value, the zonal flow is weak enough

to allow a second period of strong growth located att ≈ 1.026. Also of interest is that

k andω again tend to zero during periods of weak growth. The marginal modes, found
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Figure 5.36:Growth rate, frequency and wavenumber plots for run XII withboth non-linear zonal flow

and mean temperature gradient.
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Figure 5.37:Growth rate, frequency and wavenumber plots for run VII withboth non-linear zonal flow

and mean temperature gradient.
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Figure 5.38:Growth rate, frequency and wavenumber plots for run XV with both non-linear zonal flow

and mean temperature gradient.
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Figure 5.39:Growth rate, frequency and wavenumber plots for run XVII with both non-linear zonal flow

and mean temperature gradient.
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when the mean quantities are strong, are therefore steady inthis case. The plots displayed

in figure 5.39 are similar to those found for run XVII in the previous subsections. Once

again all three quantities take (non-zero) near-constant values as expected, due to the weak

mean quantities for run XVII.

We can conclude from this subsection that it appears that thenecessary condition for

bursts of convection is the existence of both a zonal flow and amean temperature gradient.

We have observed marginal growth rates in all three runs thatadmit bursting. The

Rayleigh number in all runs is several times critical. Thus, when the mean quantities are

strong and of the correct form, they are able to reduce the system to near-onset behaviour.

This was not the case in sections 5.4.1 and 5.4.2 where there could be a large range in the

growth rate as the non-linear system evolved, but not marginal values ofσ.

Physically, the zonal flow certainly disrupts the convection as expected and as observed

in section 5.4.1. Similarly, the introduction of a strong mean temperature gradient can

result in the reduction of the overall temperature gradient, T ′ = ∆T/D+ θ̄′. The adverse

temperature gradient must exceed some value in order for convection to be beneficial.

Also, the steeper the adverse temperature gradient the stronger the resulting convection

will be. Hence a partial cancellation of the static temperature gradient,∆T/D, will

also weaken the convection. We believe that the shearing of the zonal flow, coupled

with the partial balancing of the adverse temperature gradient, is the requirement to halt

convection. This is in contrast to previous work on the subject where it was believed that

the zonal flow could sufficiently disrupt the convection to cause bursts. Both the zonal

flow strength and the mean temperature gradient must also exceed some critical value in

order for the convection to cease. In the case of the zonal flowthe shearing must be great

enough and in the case of the mean temperature gradient the static temperature gradient

must be sufficiently balanced. When this occurs, the driving force of both of the mean

quantities is removed. Consequently, there is a depletion inthe strength of the zonal

flow and the temperature gradient reverts to approximately that of the static case so that

convection is once again beneficial and a burst occurs. This argument also explains why

bursting is only observed at Prandtl number of order unity. In order for a large enough

zonal flowand mean temperature gradient to coexist the diffusivity ratesmust be of a

similar order of magnitude resulting inPr = ν/κ ∼ O(1).
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The above reasoning on the origin of the convective bursts poses the question of whether

we can model the phenomenon in a simplified way without the need for 2D non-linear

simulations. This will enable us to better understand the dynamics of the bursting.

Moreover, we shall also be able to validate our conjecture onthe necessary conditions for

bursting to occur. The development of such a model is our objective in the next chapter.
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Chapter 6

A simplified model of the bursting

phenomenon

In this chapter we develop a simple model in an attempt to describe the bursting

phenomenon seen in chapter 5. We do this in order to better understand the role that

the various parameters and variables have in controlling the existence and evolution of

the bursting. We are therefore interested specifically in the dynamics of the bursting

phenomenon in this chapter. Since we are going to consider under what conditions

bursting can exist and not what form it takes we choose to neglect the spatial dependence

of our variables. Hence we assume our variables have only a temporal dependence. This

allows us to model the system by a set of coupled ODEs with the only independent

variable being time. We then consider the linear theory for this problem and also solve

the non-linear equations by integrating forward in time fordifferent parameter sets and

different initial conditions.

In section 6.1 we discuss how we mathematically construct this bursting model by

discussing the equations we use and justifying their form. In section 6.2 we find the

equilibrium solutions and then consider the linear stability of the steady state. We study

further linear theories in section 6.3, in order to show thatthe presence of both a zonal

flow and a mean temperature gradient are required for bursting. Then in section 6.4 we

integrate the non-linear equations forward in time. Finally, in section 6.5 we discuss

asymptotics that can be performed on the equations at low diffusivity rates.
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6.1 Mathematical setup

In this section we setup our problem mathematically by presenting the equations and

justifying their form. We wish to introduce a set of evolution equations, each of which

describes the evolution of a physical property of the system. In chapter 5 we saw

that the bursting phenomenon occurs periodically over time. At some times during the

cycle, convection and the mean temperature gradient are strong and at other times the

zonal flow is strong. There are several physical quantities which we believe to play an

important role in the existence of bursting. There must be temperature fluctuations to

drive convection from which the convective velocities drive up zonal flow. From chapter

5 we are also aware that both zonal flow and a mean temperature gradient are required to

enable bursting.

Therefore we assume that there are four crucially relevant physical quantities involved in

the production of bursting: the zonal flow,Z, the convective velocity,V , the temperature

fluctuations,T , and a mean temperature gradient,G. We now propose a set of evolution

equations for these quantities and discuss why they take theform we have chosen. Our

fourth order system of coupled ODEs are

dZ

dt
= V 2 − cZZ, (6.1)

dV

dt
= RaT − FV Z − PrV, (6.2)

dT

dt
= V G− T, (6.3)

dG

dt
= −V T + cG(1 −G), (6.4)

wherecZ > 0 andcG > 0 measure the diffusion rates of the zonal flow and the mean

temperature gradient respectively. These diffusion ratesare expected to be small since

small-scale structures, such as the convective fluctuations, are more heavily damped by

dissipative terms than large-scale structures, such as thezonal flow. We also have the

parametersRa > 0 andPr > 0, which we refer to as the Rayleigh number and Prandtl

number respectively. Finally,F > 0 is a coupling parameter. In order to define physical

quantities we demand thatZ, V, T,G ∈ R. We note that the set of equations (6.1 - 6.4)

does not explicitly contain a rotation term, nor a parametermeasuring the rotation despite

the fact that we have considered rotating systems thus far. However, zonal flows are a
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phenomenon of rotating systems as evidenced by previous work (see, for example, Zhang,

1992). Therefore by including an evolution equation for thezonal flow (6.1), we have

implicitly included the rotation in this set of equations.

Recall from equations (5.12 - 5.13) and (5.19 - 5.20) thatψ andθ were expanded in terms

of Fourier modes. Equations (6.1 - 6.4) can be derived by considering a suitable truncation

of these normal forms in a similar way to that performed by Lorenz (1963). Our resulting

system of evolution equations have a different symmetry to that of the original equations

involving ψ andθ; that is equations (5.7 - 5.8).

We now discuss the terms in each evolution equation in order to further justify their form.

We begin with the evolution equation for the zonal flow, equation (6.1). In this equation

the zonal flow,Z, is driven up by Reynolds stresses arising from the convective velocity

and damped by viscosity as well as possibly bottom friction.The Reynolds stresses in

general take the form∂k(ujuk) so that when neglecting spatial dependence, they will be

proportional toV 2. We include diffusion in the equations so that each evolution equation

has a damping term, the size of which is controlled by a parameter. Here the dissipation

of the zonal flow is controlled by the diffusion parametercZ .

The second equation, (6.2), is the evolution equation for the convective velocity. The

convection is driven up by temperature fluctuations whereRa represents the Rayleigh

number. This term is equivalent to the buoyancy term seen in the full equations. The

convection will be damped by the zonal flow, representing thedisruption of convection by

shear. This effect is represented by the−FV Z term, which is the interaction between the

zonal flow and the convective velocity. When the zonal flow is large the convection will be

strongly suppressed by this term as expected. However, if the convection at a given time

is small, then this term may be overcome by the buoyancy term leading to the convection

being driven up once more. HereF is a coupling parameter, which represents how

strongly the interaction between the zonal flow and the convection damps the convective

velocity. As with the zonal flow evolution equation, we also have a damping term due to

the viscosity, which is represented byPrV . If t is non-dimensionalised on the thermal

timescale, which is what we have considered when writing equations (6.1 - 6.4), thenPr

is essentially the Prandtl number.

Thirdly we consider the evolution equation for the temperature fluctuations, (6.3). The
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temperature fluctuations are created by advection by the convective velocity down the

temperature gradient, which takes the formuj∂jθ in the full equations. Hence ignoring

spatial variations, withG representing the mean temperature gradient, this term would

take the formV G. Advection withG = 1 corresponds to the basic state of temperature

gradient of∆T/D and whenG = 0, the basic state temperature gradient is completely

canceled out. Therefore when the system is strongly convecting we would expectG to be

just above zero. There is also a damping term for the temperature fluctuations, represented

by −T , which has a diffusion coefficient set to unity since we have chosen to use the

thermal timescale.

Finally we have the evolution equation, (6.4), which is for the mean temperature gradient.

The mean temperature gradient is controlled by the convective heat flux, which is

proportional to bothV andT . This term is balanced by the thermal diffusion, which

is trying to restore the basic state temperature gradient sothatG = 1. We should note that

the sign ofG has been chosen in order for the mean temperature gradient inthis chapter

to match that of chapter 5.

We note that equations (6.1 - 6.4) admit an equilibrium solution (whered/dt = 0) with

Z = V = T = 0 andG = 1. This steady state represents the basic state considered in

the non-linear work of chapter 5 where the fluid is at rest and the temperature gradient

is simply the basic state temperature gradient. We shall refer to this solution as the ‘null

solution’ throughout this chapter. We expect the Rayleigh number,Ra, to be large in order

to observe bursting. However, by large here we actually meancompared with whatever

value the critical Rayleigh number takes for the onset of convection in the null solution.

The parameterscZ andcG should be small, because the diffusion of the zonal flow and the

large-scale mean temperature gradient are small compared to the larger diffusion rate of

the small-scale convection. We shall consider a range of Prandtl numbers as with earlier

work: 0.1 ≤ Pr ≤ 10. The magnitude of the coupling parameterF is not obvious, but we

predict that it will not be too large since if it were then the convection would be strongly

suppressed even for very small zonal flows. For ease of reference we henceforth let the

parameter setΓ be defined asΓ ≡ {cZ , cG, P r, F}.
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6.2 Steady state and linear theory

In this section we find the steady states and consider the linear theory of the equations

presented in section 6.1. Hence we obtain an eigenvalue problem and are interested in the

possible form of the eigenvalues. In order for the equations(6.1 - 6.4) to be of interest as

a model for the bursting phenomenon there must exist eigenvalues with an imaginary part

and in particular, complex eigenvalues with a positive realpart, indicating an oscillating

instability.

In order to consider the linear stability of the problem posed by equations (6.1 - 6.4)

we must first find the equilibrium points of the problem. We do this by setting the time

derivatives equal to zero and equations (6.1 - 6.4) then become

V 2
0 = cZZ0, (6.5)

RaT0 = FV0Z0 + PrV0, (6.6)

V0G0 = T0, (6.7)

V0T0 = cG(1 −G0), (6.8)

where the subscript zeros simply denote that we are solving for basic state variables here.

We letE0 be the set of steady state variables so thatE0 = {Z0, V0, T0, G0}.

We are able to write the system of basic state equations as onequadratic equation, which

can be solved given values of the input parameters:cZ , cG, F, Pr andRa; that is,Γ and

Ra. We note that all four equations involveV0 and thus we aim to derive an equation

involving only this variable. We first note from equations (6.5) and (6.8) that

Z0 =
V 2

0

cZ
, (6.9)

G0 =
cG

cG + V 2
0

, (6.10)

where we have substituted forT0 using equation (6.7), which also gives

T0 =
cGV0

cG + V 2
0

. (6.11)

We eliminateZ0 andT0 from equation (6.6) using equations (6.9) and (6.11) respectively

whereby we obtain

Ra
cGV0

cG + V 2
0

=
FV 3

0

cZ
+ PrV0, (6.12)
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and rearranging we acquire

F

cZ
V 5

0 +

(
Pr +

cGF

cZ

)
V 3

0 + cG(Pr −Ra)V0 = 0. (6.13)

At no point in the derivation of this equation have we assumedthat any of the steady state

variables are non-zero. IndeedV0 = 0 is a solution of equation (6.13), which results in

Z0 = V0 = T0 = 0, G0 = 1, (6.14)

as a possible steady state. This is the null solution for the steady state, which we briefly

mentioned in the previous section. Recall that it representsthe case where the basic state

is at rest with no temperature fluctuations and a basic state temperature gradient equal to

that of the static temperature gradient from the full annulus model. In other words the

null solution as a steady state in this bursting model represents the basic state considered

in the non-linear solution of the annulus equation in chapter 5.

If we now assume thatV0 is non-zero then we can divide equation (6.13) through byV0 to

leave a quadratic equation inV 2
0 , namely

V 4
0 +

(
cZPr

F
+ cG

)
V 2

0 +
cZcG
F

(Pr −Ra) = 0, (6.15)

which can be solved forV0 given values for the remaining parameters. Alternatively if V0

and the parameter setΓ are prescribed then the Rayleigh number can be determined with

Ra =
FV 4

0

cZcG
+ V 2

0

(
F

cZ
+
Pr

cG

)
+ Pr. (6.16)

If required the other basic state variables can also be foundfrom equations (6.9 - 6.11).

Equation (6.15) can be solved using the quadratic formula, which gives the solution

V 2
0 =

−(cZPr + cGF ) ±
√

(cZPr + cGF )2 − 4FczcG(Pr −Ra)

2F
(6.17)

⇒ V 2
0 =

−(cZPr + cGF ) ±
√

(cZPr − cGF )2 + 4FczcGRa

2F
. (6.18)

Two complex roots are always possible as solutions to equation (6.15) since the coefficient

of the V 2
0 term is positive. These roots do not relate to any physical solution and thus

we ignore them. The remaining two roots may be real (in which case they are equal

and opposite) ifRa > Pr, which can be seen from equation (6.18). Without loss of

generality we may choose the positive root since the system of equations (6.1 - 6.4)

remains unchanged under the transformation(Z, V, T,G) → (Z,−V,−T,G).
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We now wish to perform a linear stability analysis on the problem for the equilibrium

solutions. We add small perturbations to the basic state variables so thatZ = Z0 + z,

V = V0 + v, T = T0 + θ andG = G0 + g. Then we substitute these expressions

into equations (6.1 - 6.4) and linearise (retaining only terms that are linear in the small

perturbations). We also assume that the variables have temporal dependenceexp(st) so

thatd/dt = s wheres = σ + iω is the complex growth rate. Then equations (6.1 - 6.4)

become

sz = 2V0v − cZz, (6.19)

sv = Raθ − FV0z − FZ0v − Prv, (6.20)

sθ = V0g +G0v − θ, (6.21)

sg = −V0θ − T0v − cGg. (6.22)

We can write these four equations as a single matrix eigenvalue equationJw = sw where

w = [z, v, θ, g]T and

J =




−cZ 2V0 0 0

−FV0 −FZ0 − Pr Ra 0

0 G0 −1 V0

0 −T0 −V0 −cG



. (6.23)

This simple eigenvalue problem can now be solved for the eigenvalue,s, by considering

the characteristic equationdet(J − sI) = 0 whereI is the identity matrix to find

(s+ cZ)
(
(s+ FZ0 + Pr)

(
(s+ 1)(s+ cG) + V 2

0

)
+Ra(T0V0 −G0(s+ cG))

)

+ 2FV 2
0

(
(s+ 1)(s+ cG) + V 2

0

)
= 0, (6.24)

which is a quartic in the growth rate,s. If we first consider the null solution for the basic

state, given by equation (6.14), we find that this reduces to

(s+ cZ)(s+ cG)
(
(s+ Pr)(s+ 1) −Ra

)
= 0. (6.25)

Since the diffusion coefficients are greater than zero by definition we see that two of the

four roots fors are real and negative and therefore always stable. The remaining two roots

arise from the solution of the quadratic equation

s2 + (1 + Pr)s+ Pr −Ra = 0, (6.26)
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which has the solutions

s =
1

2

(
−(1 + Pr) ±

√
(1 + Pr)2 − 4(Pr −Ra)

)
(6.27)

⇒ s =
1

2

(
−(1 + Pr) ±

√
(1 − Pr)2 + 4Ra

)
. (6.28)

The solutions are real since the discriminant(1−Pr)2 + 4Ra is always greater than zero

and it is clear that taking the negative square root always results ins < 0 and therefore

another stable solution. The remaining solution is found bytaking the positive root in

equation (6.28), which results in a positive value ofs if

− (1 + Pr) +
√

(1 − Pr)2 + 4Ra > 0 (6.29)

⇒ (1 − Pr)2 + 4Ra > (1 + Pr)2 (6.30)

⇒ Ra > Pr. (6.31)

Hence the null solution admits one unstable mode if the Rayleigh number is greater than

the Prandtl number, which as we saw earlier is also a requirement forV0 to be defined.

Recall that the null solution corresponds to a basic state with no motion so this criteria

is to be expected as the usual form of the thermal instabilitywhere the system becomes

unstable if the Rayleigh number exceeds some critical value,Rac. However, the above

analysis also tells us that oscillating modes are not found and hence bursting is not

possible for a steady state given by the null solution basic state. Therefore we do not

discuss the null solution further and instead consider the other possible equilibrium point

where all four basic state variables are non-zero.

We simplify equation (6.24) by collecting coefficients of powers ofs to give

s4 + s3

[
FV 2

0

cZ
+ 1 + Pr + cZ + cG

]

+ s2

[
V 2

0

(
1 +

cGF

cZ
+ 3F

)
+ (cZ + cG)(1 + Pr) + cZcG

]

+ s

[
V 4

0

2F

cZ
+ V 2

0 (2Pr + cZ + 3cGF + 2F ) + cZcG(1 + Pr)

]

+ 4FV 4
0 + 2V 2

0 (cZPr + cGF ) = 0, (6.32)

or,

s4 + P3s
3 + P2s

2 + P1s+ P0 = 0. (6.33)

Note that we have also substituted forZ0, T0 andG0 from equations (6.9 - 6.11) here.

We note that this quartic fors only containsV0 and does not contain the Rayleigh number
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explicitly. We wish to consider the four possible roots of equation (6.32) for various

parameter sets as we slowly increase the Rayleigh number. Fora givenΓ andRa we can

find solutions of equation (6.15) where we setV0 equal to the positive real root without

loss of generality as discussed earlier. We then use Maple tofind the roots of the quartic

with this value ofV0. This procedure can be repeated for various Rayleigh numbersand

Γs. In order to be of interest to the bursting phenomenons must have an imaginary part

and in particular we wish to findgrowing, oscillatory solutions whereℜ[s] ≡ σ > 0 and

ℑ[s] ≡ ω 6= 0.

In figure 6.1 we plot the roots of equation (6.32) as a functionofRa for various parameter

sets. In these plots the solid and dotted lines represent thereal and imaginary (when

existent) parts of the possible roots of the quartic. For allparameter sets tested we found

two purely real roots and two complex roots. The two complex roots, of course, appear as

a conjugate pair and therefore we only plot the real and imaginary parts for one of these

roots in figure 6.1. We multiply certain growth rates and frequencies by an integer factor

in order to more clearly display the results along side plotted quantities with larger values.

The two real roots are found to be negative for all Rayleigh numbers and for all parameter

sets and thus they are always stable. More interesting are the complex roots, which

for most parameter sets have a positive real part for a large enough Rayleigh number.

Therefore unstable, oscillatory solutions are possible above a critical value ofRa (see

figures 6.1(a) to 6.1(e)). Figure 6.1(f) does not permit growing solutions even asRa

becomes very large. In fact, this was a characteristic of allsolutions withF > 0.5

suggesting that if the coupling parameter is too large bursting may not be possible. For

the plots with parameter regimes that permit growing solutions we see that the preference

(that is the largest growth rate) is for the parameter set in figure 6.1(b). Since the fastest

growing mode is found for a finite value of the coupling parameter (F = 0.05), it may be

that there is a finite optimum value ofF .

The fact that growing oscillatory solutions are found meansthat the system of equations

(6.1 - 6.4) may be a useful simple model for investigating thenature of the bursting

phenomenon. In order to ascertain whether we have developeda model that displays

the dynamics of bursting we must investigate how the critical Rayleigh number varies

for different parameter sets and also consider non-linear solutions. We discuss the non-
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linear problem in section 6.4 but first we consider the dependence of the critical Rayleigh

number on the remaining parameters.

We have seen that oscillating solutions fors are permitted by equation (6.33) for large

enough values ofRa. We can improve our efficiency for searching for the critical

Rayleigh number (whereℜ[s] = 0) by making an additional requirement. We wish

for the system of equations (6.1 - 6.4) to admit oscillating solutions since the bursting

phenomenon is a periodic phenomenon. Hence we wish fors to be complex so we

require a conjugate pair of eigenvalues, which lose stability above some critical value

of the Rayleigh number. Therefore a Hopf bifurcation must occur whenRa = Rac where

the growth rate vanishes (that isσ = 0) ands = ±iω for some frequency,ω ∈ R. A limit

cycle will occur, the stability of which depends on whether the bifurcation is subcritical

or supercritical. This cannot be determined by the linear theory and will be investigated

in section 6.4.

At the position of the bifurcation, two of the possible four growth rates must be marginal

with s2 = −ω2 so we assume that the quartic ins, given by equation (6.32), can be written

as

(s2 + ω2)(s2 + as+ b) = 0. (6.34)

This allows for the most general form for the characteristiceigenvalue equation that also

admits a Hopf bifurcation whens = ±iω and we expand to find

s4 + as3 + (ω2 + b)s2 + ω2as+ ω2b = 0. (6.35)

By comparing the coefficients of the two forms of the quartic ins given by equations

(6.33) and (6.35) we are able to derive a condition on thePis for the existence of a Hopf

bifurcation. Clearly we acquire

P3 = a, (6.36)

P2 = ω2 + b, (6.37)

P1 = ω2a ⇒ ω2 =
P1

a
⇒ ω2 =

P1

P3

, (6.38)

P0 = ω2b ⇒ b =
P0

ω2
⇒ b =

P0P3

P1

, (6.39)
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(a) Γ = {0.1, 0.1, 1, 0.1} (b) Γ = {0.1, 0.1, 1, 0.05}

(c) Γ = {0.1, 0.01, 1, 0.1} (d) Γ = {0.1, 0.1, 0.1, 0.1}

(e) Γ = {0.1, 0.1, 1, 0.01} (f) Γ = {0.1, 0.1, 1, 0.6}

Figure 6.1:Plots of possible eigenvalues,s, against the Rayleigh number for various parameter sets,Γ.
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and from equation (6.37) we get

P2 =
P1

P3

+
P0P3

P1

(6.40)

⇒ P 2
1 + P0P

2
3 − P1P2P3 = 0. (6.41)

ThePis are functions of the parameters belonging toΓ andV0 only. In fact the condition

given by equation (6.41) is a polynomial inV0 of degree eight. Hence for a given setΓ

the condition given by equation (6.41) finds eight possible roots forV0. Only two of these

values are real and without loss of generality we setV0 equal to the positive real root. The

value ofV0 (along with the parameter setΓ) can then be substituted into equation (6.16)

to acquire the critical Rayleigh number,Rac. We can also use equations (6.9 - 6.11) to

find the values of the remaining basic state variables at the location of the bifurcation.

Thus, we now have a procedure that finds the critical Rayleigh number and the (non-zero)

equilibrium solution,E0, at the Hopf bifurcation. Equivalently our procedure finds the

location of a Hopf bifurcation inRa-E0-space given a parameter set,Γ. To summarise

the procedure:

• Choose a parameter set,Γ.

• Solve equation (6.41) using, for example, Maple and setV0 to the positive real root.

• SubstituteΓ andV0 into equation (6.16) and solve to findRa, which we denoteRac.

The plots of figure 6.2 show how the critical Rayleigh number varies withF for several

values of the Prandtl number. Each plot displays results fora different choice of{cZ , cG}
and the Rayleigh number is represented on a logarithmic axis.The plots inform us that

the critical Rayleigh number can significantly depend on the input parameters. If we were

to minimise the critical Rayleigh number over any one of the parameters from the setΓ,

we notice the preference is, in general, for smaller values of cZ , cG andF . However the

dependence on the Prandtl number is more complicated.

We see that the form of the plots do not change greatly as the diffusion rates are reduced

together (so thatcZ = cG) although the critical Rayleigh number is smaller for smaller

{cZ , cG} for most Prandtl numbers. The cases wherePr = 5 andPr = 10 seem to

be almost immune to the reduction of the diffusion rates withtheir lines almost identical
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in figures 6.2(b), 6.2(c) and 6.2(d). However when the diffusion rates are not equal the

critical Rayleigh number increases significantly. This can be seen by comparing figures

6.2(b) and 6.2(e), which are for cases where the diffusion rates have and do not have

equality respectively, though the magnitude of the rates are similar. This is seen again in

figure 6.2(f) where there is two orders of magnitude between the diffusion rates. Therefore

the preference for instability is for equality between asymptotically small diffusion rates.

We now discuss the dependence ofRac onF . We first note that for smaller values of the

Prandtl number, the critical Rayleigh number tends to infinity asF → 0. There is also a

singularity atF = 1/2 for all Pr whencZ = cG (see figures 6.2(a) to 6.2(d)). Discussion

of how this singularity arises mathematically is presentedin section 6.5. Figures 6.2(e)

and 6.2(f) show that in the case wherecZ 6= cG the critical Rayleigh number is minimised

by a Prandtl number of order unity for all values ofF . However, this case is inherently

more stable than the case of equal diffusion rates (as discussed above) and we do not

discuss it further. More interesting is the case withcZ = cG where smaller values of

Rac can always be found. In this case, for the larger values ofF , a smaller value of the

Prandtl number is preferable for instability to onset. However, asF is reduced, Prandtl

numbers of order unity become preferred. There is a minimising value ofF , which we

call Fc and this value depends on the Prandtl number (and the diffusion rates). For larger

Prandtl numbers the preference is forFc = 0 with non-zero values ofFc possible for

smaller Prandtl numbers. For parameter sets withF > 1/2 we are unable to find real

roots of equation (6.41) and thus the condition for the existence of a Hopf bifurcation is

not satisfied. Therefore a critical Rayleigh number does not exist for the onset of growing

oscillatory solutions and bursting is not possible whenF > 1/2.

The above discussion indicates that the linear results of our current model agree well

with the non-linear simulations of chapter 5 where bursts ofconvection were observed.

The simplified model is able to produce oscillatory solutions above a critical value of the

Rayleigh number. Oscillatory solutions in this simple linear model may correspond to

the quasi-periodic bursting found in chapter 5. Also in chapter 5 we found that Prandtl

numbers of approximately unity were preferred to observe bursts. The dependence of the

onset of bursts on the Prandtl number in the current model shows is in agreement with

Pr = 1 andPr = 0.5 the most preferred, so long asF is not too large. This suggests that

in the non-linear simulations of chapter 5 we are in the low, but finite,F regime. Larger
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(a) cZ = 1, cG = 1 (b) cZ = 0.1, cG = 0.1

(c) cZ = 0.01, cG = 0.01 (d) cZ = 0.001, cG = 0.001

(e) cZ = 0.1, cG = 0.01 (f) cZ = 0.1, cG = 0.001

Figure 6.2:Plots showing how the critical Rayleigh number varies withF for various Prandtl numbers

and diffusion rates.
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values of the Prandtl number are certainly not preferred, even at largerF , since the critical

Rayleigh number for the onset of bursts is greatly increased in that regime. In chapter 5

we found no evidence of bursting atPr = 5. Hence our current model also replicates this

behaviour.

6.3 Necessary conditions for bursting

We observed in chapter 5 that the bursting phenomenon was driven by a combination

of zonal flow and a mean temperature gradient. Therefore we would expect both of

these physical quantities to necessarily exist in order forour simple model for bursting

discussed in this chapter to allow periodic solutions. In this section we discuss the linear

theory for the two cases where the model is lacking one of these necessary attributes. We

refer to the case discussed in section 6.2 where both zonal flow and a mean temperature

gradient are present in the model as the ‘full model’. The derivation of the linear theory

for the full model was discussed in detail earlier. For this reason we do not present such

an in depth derivation here since the two cases here are simplified versions of section 6.2.

6.3.1 Linear theory in the absence of zonal flow

We first investigate the linear theory of the simple model forbursting developed in this

chapter in the absence of zonal flow. We expect that bursting will not be observed and

therefore oscillatory solutions for the eigenvalues will not be found. In the absence of

zonal flow we drop the evolution equation forZ, given by equation (6.1), and setZ = 0

in the remaining bursting model equations, (6.2 - 6.4), which become

dV

dt
= RaT − PrV, (6.42)

dT

dt
= V G− T, (6.43)

dG

dt
= −V T + cG(1 −G). (6.44)

These equations are equivalent to the Lorenz equations and hence are related to them

via a transformation. The Lorenz equations were originallyderived from a model

of fluid convection and were were first introduced by Lorenz (1963). They are of
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significant mathematical interest due to their extremely complicated solutions, found

when numerically integrated. A review of the literature on the Lorenz equations is

presented by Sparrow (1982), where many of the various solutions are discussed. Sparrow

presents the Lorenz equations (see page 1 of Sparrow, 1982) in the form

dx

dt
= σ̂(y − x), (6.45)

dy

dt
= rx− y − xz, (6.46)

dz

dt
= xy − bz, (6.47)

whereσ̂, r andb are parameters. Note that hereσ̂ is nota growth rate; we merely use it as

a symbol in order to ease comparison with Sparrow (1982). Therelevant transformation

from Sparrow’s equations (6.45 - 6.47) to our equations (6.42 - 6.44) is then given by:

σ̂ = Pr, r =
Ra

Pr
, b =

cGRa

Pr
, (6.48)

x = V, y =
RaT

Pr
, z =

Ra

Pr
(1 −G). (6.49)

Sparrow (1982) analyses these equations in great depth and informs us that growing,

oscillating solutions are possible for certain parameter regimes (see page 11 of Sparrow,

1982). However, the solutions of the Lorenz equations do nothave the correct form to

replicate bursting, despite their origins in the field of convection. In particular, the Lorenz

equations give rise to chaotic solutions for the parameter regimes of interest to us. Hence

equations (6.42 - 6.44) describe a mathematically similar but not necessarily physically

similar situation to our full equations. Despite this however, we do solve these equations

here to see the relationship to section 6.2.

We solve equations (6.42 - 6.44) for the basic state (denotedagain with subscript zeros)

where the time derivatives are set to zero and obtain

V 3
0 + cG

(
1 − Ra

Pr

)
V0 = 0, (6.50)

with

T0 =
Pr

Ra
V0, (6.51)

G0 = 1 − Pr

cGRa
V 2

0 . (6.52)

Hence the null solution, given byV0 = 0 = T0 andG0 = 1, remains a solution since it is a

root of the now cubic equation forV0, (6.50). Recall that the equivalent equation forV0 in
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the full linear theory was a quintic, equation (6.13). The remaining two roots of equation

(6.50) are given by

V0 = ±
√
cG

(
Ra

Pr
− 1

)
, (6.53)

and thus in order forV0 to be a physical quantity we requireRa > Pr, as found in the

full model. From equation (6.53) we can also find an expression for the Rayleigh number,

which is given by

Ra = Pr

(
1 +

V 2
0

cG

)
. (6.54)

We now perturb the basic state so thatV = V0 + v, T = T0 + θ andG = G0 + g. We also

assume the disturbances for the perturbations are of the form exp(st). This, as discussed

in more depth earlier for the linear theory of the full equations, results in an eigenvalue

problem of the formJ1w1 = sw1 wherew1 = (v, θ, g)T and

J1 =




−Pr Ra 0

G0 −1 V0

−T0 −V0 −cG


 . (6.55)

Now by considering the characteristic eigenvalue equationdet(J1 − sI) = 0 we obtain

(Pr + s)
(
(1 + s)(cG + s) + V 2

0

)
−Ra

(
G0(cG + s) − V0T0

)
= 0, (6.56)

which for the null solution results in two negative real roots (stable solutions) and one

positive real root (unstable solution) forRa > Pr. Thus the null solution retains the

same characteristics as in the linear theory of the full equations albeit with one fewer

stable roots.

In order to consider the case whereV0 6= 0 we expand equation (6.56) and collect the

terms as powers ofs to give

s3 + s2[1 + cG + Pr] + s
[
V 2

0 + cG(1 + Pr)
]

+ 2PrV 2
0 = 0, (6.57)

or,

s3 + P2s
2 + P1s+ P0 = 0, (6.58)

where we have substituted forT0, G0 andRa from equations (6.51), (6.52) and (6.54)

respectively. In order for there to be a Hopf bifurcation equation (6.58) must have a pair
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of purely imaginary complex conjugate roots withs = ±iω for ω ∈ R. Hence

(s2 + ω2)(as+ b) = 0 (6.59)

⇒ as3 + bs2 + ω2s+ bω2 = 0 (6.60)

⇒ a = 1, b = P2, aω2P1, bω2 = P0 (6.61)

⇒ P1P2 − P0 = 0, (6.62)

where we have compared coefficients with equation (6.58). The condition (6.62) results

in

(1 + cG + Pr)
(
V 2

0 + cG(1 + Pr)
)
− 2PrV 2

0 = 0 (6.63)

⇒ V 2
0 =

cG(1 + Pr)(1 + cG + Pr)

Pr − (1 + cG)
, (6.64)

where we immediately see thatV0 is real iffPr > 1 + cG since the numerator of equation

(6.64) is always positive. This condition can certainly be satisfied for small diffusion rates

and thus the equations in the absence of zonal flow admit a Hopfbifurcation. However,

as we mentioned previously, the solutions are not quasi-periodic for parameter regimes of

interest (Sparrow, 1982).

6.3.2 Linear theory in the absence of a mean temperature gradient

In the absence of a mean temperature gradient we drop the evolution equation forG, given

by equation (6.4), and setG = 1 in the remaining bursting model equations, (6.1 - 6.3),

which become

dZ

dt
= V 2 + cZZ, (6.65)

dV

dt
= RaT − FV Z − PrV, (6.66)

dT

dt
= V − T. (6.67)

We now proceed to find the basic state for this situation by setting the time derivatives to

zero and eliminatingZ0 andT0 to acquire one equation inV0. Once again subscript zeros

indicate basic state quantities and we find

V 3
0 +

cZ
F

(Pr −Ra)V0 = 0, (6.68)



Chapter 6. A simplified model of the bursting phenomenon 199

with

Z0 =
V 2

0

cZ
, (6.69)

T0 = V0. (6.70)

Again the null solution, whereZ0 = V0 = T0 = 0, satisfies these equations and the

remaining two roots of equation (6.68) are given by

V0 = ±
√
cZ
F

(Ra− Pr), (6.71)

where we demand thatRa > Pr in order forV0 to be a physical quantity. We can

rearrange equation (6.71) to find an expression for the Rayleigh number given by

Ra =
FV 2

0

cZ
+ Pr. (6.72)

We now perturb the basic state so thatZ = Z0 + z, V = V0 + v andT = T0 + θ and

again assume the disturbances for the perturbations are of the formexp(st). As we have

already seen twice before, this results in an eigenvalue problem of the formJ2w2 = sw2

wherew2 = (v, θ, g)T and

J2 =




−cZ 2V0 0

−FV0 −FZ0 − Pr Ra

0 1 −1


 . (6.73)

The characteristic equation,det(J2 − sI) = 0 then gives

(cZ − s)
(
(FZ0 + Pr + s)(1 + s) −Ra

)
+ 2F (1 + s)V 2

0 = 0, (6.74)

which for the null solution admits two negative real roots (stable solutions) and one

positive real root (unstable solution) forRa > Pr. Hence the null solution retains the

same characteristics as those of the full model, again with one fewer stable roots.

We move on to consider the case whenV0 6= 0 by expanding equation (6.74) and

collecting the terms as powers ofs. By doing this we acquire

s3 +s2

[
1 + cZ +

FV 2
0

cZ

]
+s
[
cZ(1+Pr)+3FV 2

0

]
+
[
cZ(Pr−1)+3FV 2

0

]
= 0, (6.75)

or,

s3 + P2s
2 + P1s+ P0 = 0, (6.76)
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where we have substituted forZ0, T0 andRa from equations (6.69), (6.70) and (6.72)

respectively. Equation (6.76) is a cubic ins, which admits a Hopf bifurcation if it satisfies

the condition we derived in the previous subsection, namelyequation (6.62). Hence we

now use the definitions of thePis from equations (6.75 - 6.76) in the condition given by

equation (6.62) to get

[
cZ(1 + Pr) + 3FV 2

0

] [
1 + cZ +

FV 2
0

cZ

]
−
[
cZ(Pr − 1) + 3FV 2

0

]
= 0 (6.77)

⇒ 3F 2

cZ
V 4

0 + V 2
0

[
3FcZ + F (1 + Pr)

]
+
[
2cZ + c2Z(1 + Pr)

]
= 0. (6.78)

This is a quadratic equation inV 2
0 , which we can solve using the quadratic formula to give

V 2
0 =

−(3FcZ + F (1 + Pr)) ±
√

(3FcZ + F (1 + Pr))2 − 12F 2(2 + cZ(1 + Pr))

6F 2/cZ
,

(6.79)

where we immediately note that taking the negative square root results in the right hand

side of this expression having a negative real part. This is not allowed sinceV0 would then

be complex, which is not permitted. The other possibility arises by taking the positive

square root in equation (6.79), which may give rise to a positive quantity forV 2
0 if

− (3FcZ + F (1 + Pr)) +
√

(3FcZ + F (1 + Pr))2 − 12F 2(2 + cZ(1 + Pr)) > 0

(6.80)

⇒ (3FcZ + F (1 + Pr))2 − 12F 2(2 + cZ(1 + Pr)) > (3FcZ + F (1 + Pr))2

(6.81)

⇒ − 12F 2(2 + cZ(1 + Pr)) > 0. (6.82)

However, we have reached a contradiction here since the bracketed term is always greater

than zero. Hence taking the positive square root in equation(6.79) also results in a

complex value forV0. Therefore, sinceV0 must be real, equation (6.78), which is the

condition for a Hopf bifurcation, cannot be satisfied. Hencewe have proved that there is

not a Hopf bifurcation, which means that growing oscillating solutions are not permitted

in the absence of a mean temperature gradient. Therefore, weconclude that the existence

of a mean temperature is a necessary condition for bursting.

In this section we have shown that the existence of a zonal flowand a mean temperature

gradient are both necessary conditions for growing oscillatory solutions to the linear

theory. Hence, bothZ andG play vital roles for the system of equations (6.1 - 6.4)
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to permit bursting solutions. This is in agreement with results from chapter 5 where we

also found that both attributes were necessary to observe bursting.

6.4 Non-linear results

After gaining insight into the problem by performing the linear stability analysis in the

previous sections we now wish to solve the non-linear equations. Fortunately the full

non-linear governing equations, (6.1 - 6.4), are simple enough to be integrated using a

standard procedure in, for example, Maple. We enter equations (6.1 - 6.4) into Maple

and use Maple’s built-in ‘dsolve’ procedure in order to integrate forward in time. We

do this for various parameter sets and results are presentedin figures 6.3 to 6.5. For

each parameter set we plot the evolution for a time range where the solution has become

periodic or quasi-periodic, that is where the solution is longer growing nor decaying from

its initial state. Each figure contains three plots, which are each for an identical parameter

setΓ and initial condition but for different Rayleigh numbers, namely Ra = 0.9Rac,

Ra = Rac andRa = 2Rac. HereRac is the critical Rayleigh number (for a given

parameter setΓ) found in section 6.2.

In order for the solution to show dynamical behaviour we mustnot evolve from a branch of

the bifurcation diagram since this is an equilibrium point and the evolution of the solution

would simply be the steady state. In other words, for each parameter setΓ, we must not

use the steady state,E0, as the initial condition. Hence we must choose an alternateinitial

state. We found that the solution was only weakly dependent on the initial conditions

and thus we use the same initial state for the plots displayedin figures 6.3 to 6.5, namely

IS ≡ {2Z0, 2V0, 2T0, 2G0}.

Many of the parameter sets tested evolve into the same periodic or quasi-periodic solution,

which can be seen in the similarity of the plots in figures 6.3 to 6.5, particularly for plots

with the same value ofRa. We note from the top plots of figures 6.3 to 6.5, which have

subcritical values of the Rayleigh number, that isRa < Rac, the solution does not evolve

into a steady state. Hence the Hopf bifurcation that we identified in section 6.2 must be

subcritical. Since this is the case, we can search along the subcritical branch for the point

in Ra-space where the unstable limit cycle can no longer be found.We denote the value
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Figure 6.3:Plots showing the time evolution of the functions forΓ = {0.1, 0.1, 1, 0.1}. From the top the

plots are forRa = 0.9Rac, Ra = Rac andRa = 2Rac respectively.
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Figure 6.4:Plots showing the time evolution of the functions forΓ = {0.1, 0.1, 2, 0.1}. From the top the

plots are forRa = 0.9Rac, Ra = Rac andRa = 2Rac respectively.
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Figure 6.5:Plots showing the time evolution of the functions forΓ = {0.1, 0.1, 0.5, 0.1}. From the top

the plots are forRa = 0.9Rac, Ra = Rac andRa = 2Rac respectively.
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of the Rayleigh number for which this occurs as̃Ra. We can then measure the depth of

subcriticality (denoted byRac − R̃a) for various parameter sets, the results of which are

given in table 6.1. For parameter regimes where the criticalRayleigh number becomes

large (for example largeF andcZ 6= cG), the value ofR̃a remains relatively constant.

This results in a large depth of subcriticality for these regimes due to the increased value

of Rac.

Γ Rac R̃a Rac − R̃a

{0.1, 0.1, 1, 0.1} 21.6236 12.5118 9.1118

{0.1, 0.01, 1, 0.1} 30.7341 10.1375 20.5966

{0.01, 0.01, 1, 0.1} 19.9536 8.4316 11.5220

{0.1, 0.1, 0.5, 0.1} 20.4274 12.7743 7.6531

{0.1, 0.1, 2, 0.1} 28.9975 15.9223 13.0752

{0.1, 0.1, 1, 0.2} 30.4251 13.7154 16.7097

{0.1, 0.1, 1, 0.3} 58.3434 18.7833 39.5601

Table 6.1:Numerically calculated values for the critical Rayleigh number and the depth of subcriticality

for various parameter sets,Γ.

The linear theory of section 6.2 informed us that periodic solutions were possible and

therefore it is not surprising to obtain periodic or quasi-periodic solutions in the non-linear

theory. However, the linear theory was unable to predict thephase difference between the

physical quantitiesZ, V , T andG. We see that in all plots in figures 6.3 to 6.5 that there

is a common phase difference between the variables we plot. We see thatV andT are

completely in phase throughout so that the temperature fluctuations and the convective

velocities are intrinsically linked, as expected. More significant is the phase relationship

betweenV (or T ) and the ‘mean quantities’Z andG. The convective velocity is greatest

in magnitude when the zonal flow acquires its minimum value. Conversely, during periods

of strong zonal flow we find thatV andT are relatively small. These phase relationships

are in excellent agreement with results from chapter 5 and once again inform us that

equations (6.1 - 6.4) provide a good model for the bursting phenomenon.

The similarity of the plots of figures 6.3 to 6.5 is clear, withfew obvious differences

despite the changing parameter regimes throughout the plots. This was also found to be

the case for further parameter regimes tested and perhaps isthe drawback of a simple
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model where the spatial dependence of the quantities has been removed. However, it is

certainly clear from each of the three sets of plots that the period of the bursts becomes

shorter for larger Rayleigh numbers. Equivalently, the frequency of the bursts increases as

the Rayleigh number is increased. This is in agreement with the linear theory (see figures

6.1(a) to 6.1(f)) whereω increases withRa.

6.5 Asymptotic theory for low diffusivity rates

In this section we consider the asymptotic limit of very low diffusion. We do this to

simplify the model by effectively removing two parameters from the problem so that the

parameter space to be covered is smaller. This limit is of interest since we saw in section

6.2 that reducing the diffusion rates lowered the critical Rayleigh number. The small

diffusion limit is also a reasonable limit to take since we expect the physical diffusion

rates to be small and the values that we worked with in sections 6.2 and 6.4 were small.

We assume equality between the small diffusion rates since this was the most preferable

option for instability. Guided by the numerics we set

cZ = ǫ, (6.83)

cG = ǫ, (6.84)

V0 = ǫ1/2V̂0, (6.85)

for a small parameterǫ and at this stage we do not assume the order ofs. We also assume

that the parametersF , Pr andRa areO(1). We are not interested in the null solution

discussed in section 6.2 since it does not allow for burstingsolutions. We substitute the

expressions of equations (6.83 - 6.85) into the quartic fors given by equation (6.32) to

get

s4 + s3
[
(1 + Pr + FV̂ 2

0 ) + 2ǫ
]

+ s2
[
ǫ
(
V̂ 2

0 (1 + 4F ) + 2(1 + Pr)
)

+ ǫ2
]

+ s
[
ǫ
(
2FV̂ 4

0 + 2V̂ 2
0 (Pr + F )

)
+ ǫ2

(
V̂ 2

0 (1 + 3F ) + (1 + Pr)
)]

+ ǫ2
(
4FV̂ 4

0 + 2V̂ 2
0 (Pr + F )

)
= 0. (6.86)
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Sinceǫ is a small parameter, in order for this equation to balance the order ofs must be

chosen accordingly. There are three different balances possible depending on the order of

s. In each case the leading order balance is between two terms and the remaining terms

are neglected since they are of a higher order. Firstly, by choosings = s1 ∼ O(1) a

leading order balance ofO(1) is possible between the quartic and cubic terms in equation

(6.86), which yields

s4
1 + s3

1

(
1 + Pr + FV̂ 2

0

)
= 0 (6.87)

⇒ s1 = −
(
1 + Pr + FV̂ 2

0

)
. (6.88)

Secondly, by choosings = s2 ∼ O(ǫ) a leading order balance ofO(ǫ2) is possible

between the linear and constant terms, which gives

s2

(
2FV̂ 4

0 + 2V̂ 2
0 (Pr + F )

)
+
(
4FV̂ 4

0 + 2V̂ 2
0 (Pr + F )

)
= 0 (6.89)

⇒ s2 = −

(
4FV̂ 4

0 + 2V̂ 2
0 (Pr + F )

)

(
2FV̂ 4

0 + 2V̂ 2
0 (Pr + F )

) . (6.90)

We observe from equations (6.88) and (6.90) thats1, s2 ∈ R so that the frequencies

ω1 = 0 = ω2 and the growth ratesσ1, σ2 < 0 for these first two possible cases since

the terms within the brackets are all positive. Therefore both of these balances result in

stability.

Thirdly, there is a leading order balance ofO(ǫ3/2) between the cubic and linear terms if

we chooses = s3 ∼ O(ǫ1/2) in equation (6.86). If this is the case we acquire

s3
3

(
1 + Pr + FV̂ 2

0

)
+ s3

(
2FV̂ 4

0 + 2V̂ 2
0 (Pr + F )

)
= 0 (6.91)

⇒ s3 = ±iω3, (6.92)

where

ω3 =

(
2FV̂ 4

0 + 2V̂ 2
0 (Pr + F )

)

(
1 + Pr + FV̂ 2

0

) . (6.93)

Sinces3 is imaginary in this third case we have oscillatory modes. However, at leading

order we have not acquired information as to whether this mode is growing or decaying.

In order to determine this the next order of equation (6.86) must be considered withs =

iǫ1/2ω3 + ǫσ3. The sign of the growth rate,σ3 will determine whether the mode is stable
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or unstable. Hence we consider equation (6.86) atO(ǫ2), which is the next order and we

find that

ω4
3 − 3ω3σ3(1 + Pr + FV̂ 2

0 ) − ω3

(
V̂ 2

0 (1 + 4F ) + 2(1 + Pr)
)

+ σ3

(
2FV̂ 4

0 + 2V̂ 2
0 (Pr + F )

)
+ 4FV̂ 4

0 + 2V̂ 2
0 (Pr + F ) = 0. (6.94)

GivenV̂0 and the reduced parameter setΓ̂ = {Pr, F} and using the definition ofω3 from

equation (6.93) this equation can be solved forσ3. The value ofσ3 will be real since all

the terms in equation (6.93) are real and it only appears as a linear term. For a given̂Γ,

the sign ofσ3 will depend onV̂0, with σ3 < 0 andσ3 > 0 indicating a stable and unstable

solution respectively.

We have found the four possible roots of the characteristic eigenvalue equation in the

asymptotic diffusionless limit. Each root corresponds to one of the complex growth rates

found numerically and displayed in the plots of figure 6.1 from section 6.2. The first

two roots are purely real and are given by equations (6.88) and (6.90), which are also

always stable. They correspond to the two growth ratesσ1 andσ2 displayed in figure 6.1,

found in the numerics to be exclusively stable also. The two remaining roots are complex

conjugate pairs and are therefore oscillatory in nature. The growth rate of these two roots

is given byσ3 and the frequency is given by±ω3. They correspond to the growth rate,

frequency pair(σ3, ω3) plotted in figure 6.1 and its conjugate. Of particular interest here

is the scaling of the oscillatory modes where we have found that

s3 = iǫ1/2ω3 + ǫσ3. (6.95)

This is significant since we have found a possible scaling forthe frequency, and thus also

the duration, of the bursts of convection. By recalling thatǫ = cZ = cG we see that the

duration of the bursts scales inversely with the diffusion rates of the mean quantities: the

zonal flow and the mean temperature gradient. Therefore smaller diffusion rates give rise

to longer bursts.

In section 6.2 we developed a procedure for finding the critical Rayleigh number more

efficiently by assuming there existed a Hopf bifurcation in the system. This gave rise

to the condition given by equation (6.41). We may continue toconsider this method for

findingRac here in the asymptotic limit. We substitute the expressionsfrom equations
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(6.83 - 6.84) into equation (6.41) whilst noting that the definitions of thePis are found

from equations (6.32 - 6.33). The leading order in equation (6.41) is thenO(ǫ), which

gives

[
2FV̂ 4

0 + 2V̂ 2
0 (Pr + F )

]2
+
[
4FV̂ 4

0 + 2V̂ 2
0 (Pr + F )

] [
1 + Pr + FV̂ 2

0

]2

−
[
2FV̂ 4

0 + 2V̂ 2
0 (Pr + F )

] [
V̂ 2

0 (1 + 4F ) + 2(1 + Pr)
] [

1 + Pr + FV̂ 2
0

]
= 0. (6.96)

All terms in equation (6.16), which relatesV0 to Ra are of the same order, that isO(1),

so that we retain all terms at leading order to give

Ra = FV̂ 4
0 + V̂ 2

0 (F + Pr) + Pr. (6.97)

GivenΓ̂, equation (6.96) can be solved forV̂0 and provided non-zero real roots are found

we choose the positive real root without loss of generality.This value ofV̂0 is then

used to findRa from equation (6.97). However, if there are no non-zero realroots of

equation (6.96) this method cannot be used, which indicatesthat there is not a Hopf

bifurcation present. Therefore given values forPr andF this procedure gives the critical

Rayleigh number (where the stable branch becomes unstable via a Hopf bifurcation) in

the diffusionless limit, provided equation (6.96) has non-zero real roots.

In figure 6.6 we plot the critical Rayleigh number found by thismethod againstF for

various values of the Prandtl number. We expect this plot to closely match plots of figure

6.2 in the numerics of section 6.2 where the diffusion is not asymptotically small. Indeed,

as the diffusion rates are reduced through figures 6.2(a) to 6.2(d) there appears to be

significant convergence to the asymptotic plot of figure 6.6.Differences however, are

present. Although the asymptotics capture the essence of the numerics for large Prandtl

numbers and also in the limitsF → 0 andF → 1/2, there is discrepancy for moderate

values ofF at small Prandtl numbers. This discrepancy becomes more apparent as the

Prandtl number is reduced and is clearly visible by comparing theP = 0.1 lines of figures

6.2(d) and 6.6.

Figure 6.6 also indicates that the critical Rayleigh number tends to infinity asF →
1/2 ∀Pr and also asF → 0 for certain Prandtl numbers. ForF > 1/2 no non-zero

real solutions of equation (6.96) are found so that this region of the parameter space does

not admit a Hopf bifurcation. This again agrees with the numerics of section 6.2. In the

asymptotic limit we can more easily investigate the behaviour atF = 0 andF = 1/2. To
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Figure 6.6:Plot showing how the critical Rayleigh number varies with the coupling parameter,F , for

various values of the Prandtl number.

do this we expand equation (6.96) and collect the terms as coefficients of powers of̂V0 to

give

[
2F 2(1 − 2F )

]
V̂ 6

0 +
[
2F
(
3B(1 − F ) − A(1 + 2F )

)]
V̂ 4

0

+
[
2B
(
2B − A(1 + 4F )

)]
V̂ 2

0 − 2A2B = 0, (6.98)

whereA = 1 + Pr andB = Pr + F . In forming equation (6.98) we have also

divided through byV̂ 2
0 and in doing so assumed that we are not interested in the null

roots. Equation (6.98) is a sextic but also a cubic inV̂ 2
0 . We are interested in whether

this equation admits real roots. However it is difficult to make further analytic progress

without choosing specific values forF . This is because although the discriminant of a

cubic equation can determine how many roots are real, it cannot determine the sign of the

real roots. Since we are presented with a cubic inV̂ 2
0 , rather thanV̂0, real roots of the

sextic will only be found if real roots of the cubic are positive.

We must consider equation (6.98) for specific values ofF . Immediately clear is that the

degree of the polynomial reduces whenF = 0 or F = 1/2 since higher order terms

vanish for these values ofF . This allows us to make further analytical progress. We

first consider the case whenF = 0 whereby equation (6.98) reduces from a sextic to a

quadratic to give

2Pr
(
2Pr − (1 + Pr)

)
V̂ 2

0 − 2Pr(1 + Pr) = 0 (6.99)

⇒ V̂0 = ± 1 + Pr√
Pr − 1

. (6.100)
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This expression shows that there are only finite real values for V̂0 whenPr > 1 in the case

whenF = 0. HenceV̂0 is undefined whenF = 0 for Prandtl numbers less than unity.

This explains why the nature of the limitF → 0 for Pr > 1 is qualitatively different to

that forPr ≤ 1, which is observed in figure 6.6.

We can also consider the caseF = 1/2 where we see that the polynomial in equation

(6.98) reduces from a sextic to a quartic to give

V̂ 4
0

[
3

(
1

2
+ Pr

)
− 3

2

(
1

2
+ Pr

)
− 2(1 + Pr)

]

+ V̂ 2
0

[
2

(
1

2
+ Pr

)(
2

(
1

2
+ Pr

)
− 3(1 + Pr)

)]

− 2(1 + Pr)2

(
1

2
+ Pr

)
= 0 (6.101)

⇒ 1

2

(
5

2
+ Pr

)
V̂ 4

0 + (1 + 2Pr)(2 + Pr)V̂ 2
0 + (1 + Pr)(1 + 2Pr) = 0. (6.102)

Since this quartic is a quadratic in̂V 2
0 , the quadratic formula can be used to find the roots

and thus

V̂ 2
0 =

−2(1 + 2Pr)(2 + Pr) ± 2
√

(1 + 2Pr)2(2 + Pr)2 − (5 + 2Pr) (1 + Pr)(1 + 2Pr)

5 + 2Pr
.

(6.103)

By taking the negative square root in this expression we find that V̂ 2
0 < 0, sincePr > 0.

Thus,V̂0 always has an imaginary part in this case and it does not constitute a permissible

solution. However, there is the possibility ofV̂0 being purely real by taking the positive

square root. This occurs if the quantity inside the square root is positive and the square

root itself is larger than(1+2Pr)(2+Pr). We now consider whether these two conditions

can be satisfied together. Firstly the argument of the squareroot in equation (6.103) is

(1 + 2Pr)2(2 + Pr)2 − 2

(
5

2
+ Pr

)
(1 + Pr)(1 + 2Pr) (6.104)

= (1 + 2Pr)

(
Pr − 1

2

)
(2Pr2 − 7Pr + 2) (6.105)

= (1 + 2Pr)

(
Pr − 1

2

)(
Pr − 1

4
(7 +

√
33)

)(
Pr − 1

4
(7 −

√
33)

)
,

(6.106)

where we have used the quadratic formula in order to factorise the quadratic inPr. This

quantity is positive forPr > (7+
√

33)/4 and for(7−
√

33)/4 < Pr < 1/2 and in figure
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Figure 6.7:Plot depicting the dependence of the functionsf1 andf2 onPr.

6.7 we plot the two functions

f1(Pr) = (1 + 2Pr)(2 + Pr), (6.107)

f2(Pr) =

√
(1 + 2Pr)

(
Pr − 1

2

)(
Pr − 1

4
(7 +

√
33)

)(
Pr − 1

4
(7 −

√
33)

)
,

(6.108)

against the Prandtl number. Figure 6.7 shows thatf1 > f2 for all values ofPr and hence

the expression for̂V 2
0 given by equation (6.103) can never be greater than zero. Therefore

for F = 1/2 there can be no real values forV̂0 and, as with theF = 0 case, the critical

Rayleigh number tends to infinity aŝV0 becomes undefined.

We have shown in this section how the limits asF → 0 andF → 1/2 arise in the

asymptotic limit of low diffusivity. WhenPr ≤ 1 the lack of a Hopf bifurcation,

necessary for a bursting solution, forF = 0 andF > 1/2 results in the critical Rayleigh

number for the onset of oscillatory modes tending to infinityas F approaches these

limits. Hence there is a non-zero minimising value of the coupling parameter, which

gives periodic solutions at the smallest possible Rayleigh number. WithPr > 1 the same

limit exists asF → 1/2, however there is a Hopf bifurcation forF = 0. Therefore, for

larger Prandtl numbers, this results in oscillatory solutions occurring at the lowest value

of Ra whenF = 0. These results are in agreement with the numerics of section6.2.
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Chapter 7

Conclusions

In this chapter we summarise the research work of this thesis. The primary theme

throughout this work has been an investigation of how zonal flows interact with thermal

convection. In particular, we have looked at how zonal flows affect the onset of convection

in chapters 2, 3 and 4. We have also considered the supercritical dynamics of convection

and the production of zonal flows in chapter 5. Chapters 2 and 3 contained work

performed in plane layer geometry with the zonal flow produced by a thermal wind

whereas chapters 4 and 5 used the annulus geometry with the Reynolds stresses generating

zonal flows.

In chapters 2 and 3 the way in which convective instability and baroclinic instability

interact in rapidly rotating systems was elucidated. We found that the thermal wind

destabilises convective modes, lowering the critical Rayleigh number at which they onset.

We also find that the critical azimuthal wavelength at onset lengthens. At a sufficiently

large Reynolds number, which in view of the very small viscosity occurring in many

geophysical systems can correspond to a rather small thermal wind, instability becomes

predominantly baroclinic, and the preferred azimuthal wavenumber tends to zero. In

our ideal plane layer geometry, there is no restriction on possible wavelengths, but in

more realistic spherical geometries, the boundaries will provide a limit. We found

that convective modes and baroclinic modes are smoothly connected, going through a

transition region which can be studied asymptotically where the critical Rayleigh number

smoothly goes between positive and negative values. At the low azimuthal wavenumbers

preferred by baroclinic modes, an asymptotic analysis is possible which gives good
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agreement with the numerics in the stress-free case, and illuminates which terms are

important for instability. We also found that generally waves with non-zero latitudinal

wavenumberky are not preferred in this problem, onset occurring in all cases examined at

the lowestRa whenky = 0. At moderate Prandtl numbers, the onset of convection occurs

with steady modes, but we found that at large Reynolds number oscillatory modes are

preferred. This result links our finite diffusion work with the quasi-geostrophic shallow

layer approximation used in atmospheric science, and in particular with the Eady problem.

The existence of baroclinic instability in the physical conditions obtaining in planetary

interiors raises an interesting question of whether dynamoaction could be driven by a

heterogeneous core-mantle heat flux even if the core is stably stratified. This has also

been investigated recently by Sreenivasan (2009) where lateral variations were found to

support a dynamo even when convection is weak. It is widely believed that the heat flux

passing from the Earth’s core to its mantle can vary by order one amounts with latitude

and longitude, as a result of cool slabs descending through the mantle and reaching the

CMB from above. It is also generally believed that the key criterion for the existence of a

dynamo is that convection should be occurring, and that the core is at least on average

unstably stratified. However, this analysis has raised the possibility that instabilities

leading to fluid motion driven by lateral temperature gradients can occur even when the

fluid is strongly stably stratified. Of course, it is not yet known whether the resulting non-

linear motions would be suitable for driving a dynamo. In theplane layer geometry used in

chapters 2 and 3, the preferred motion appears to be two-dimensional and therefore will

not drive a dynamo. However, in spherical geometry, and whensecondary instabilities

may occur, dynamo action may become possible, in which case the view that convection

driven by an unstable temperature gradient is essential fordynamo action might have to

be revised.

In chapter 4 we discovered that zonal flows in the annulus model can both stabilise

and destabilise convection depending on the form of the flow in question. A linear

flow pattern analogous to that used in the plane layer model was found to stabilise the

system. However, the introduction of a sinusoidal flow pattern with multiple jets was

found to destabilise convection. Both flow patterns resultedin a lengthening of the critical

wavelength as the flow strength was increased in similarity with the plane layer model.

However, for a large enough Reynolds number a transition to shear-dominated modes
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was found in the case of a sinusoidal flow pattern resulting ina possible shortening of the

wavelength. Rotation stabilises the system as expected. However, interestingly a larger

number of jets is destabilising since then the system can transfer to shear-dominated

modes at a lower value ofRe. This may be evidence of the desire formultiple jets to

arise in the atmospheres of gas giants; by forming multiple jets a system becomes more

susceptible to convection than would otherwise be possible.

We were able to explain several aspects of the results of chapter 4 by considering the

potential vorticity, cementing its importance in understanding the multiple jet structure

of the Jovian atmosphere as discussed in previous literature (Marcus & Lee, 1998). The

potential vorticity gradient takes the role of the basic state rotation in our equations. If

there are locations in the domain where the fluid vorticity gradient can partially balance

the planetary vorticity gradient then the overall criticalRayleigh number of the whole

system can be lowered. Instability then arises at these locations; for our sinusoidal flow

pattern the location is the prograde jets. The limitations of this linear model include the

fact that the basic state zonal flow has to be chosen and there are thus infinitely many

possible forms forU0(y). We could envisage a flow pattern that more closely matches

that seen in figure 1.3 for Jupiter such as that suggested by Marcus & Lee (1998).

The results of the non-linear annulus model in chapter 5 firstproduced good agreement

with previous simulations (Joneset al., 2003) with zonal flows readily occurring. The

nature of the solutions can be rather different to that predicted by the linear theory.

Multiple jets and a periodic nature of convection appearingin bursts can be found

separately under certain parameter regimes. However, bursting multiple jet solutions do

not appear to be possible or occur only for small windows of parameter regimes. As

found in previous work by Rotvig & Jones (2006), rigid top and bottom boundaries

are preferable for multiple jets whereas bursts of convection certainly prefer stress-free

boundaries. Zonal flows are also found to be weaker with rigidboundaries implemented.

We also found fluctuations in the mean temperature gradient on a similar timescale to the

bursts of convection which have not been addressed in the previous literature.

As an extension to the previous work, we performed runs withPr 6= 1. In general,

increasing the Prandtl number depletes the strength of the zonal flow. The bursts of

convection appear to be a phenomenon restricted to a finite range of Prandtl numbers.
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At low Pr we found that bursts were possible but were weak unless the driving was large.

ForPr = 5, bursting appears to cease even at large Rayleigh numbers suggesting that the

convection is steady at large Prandtl numbers or requires a very large driving force to be

oscillatory. For the linear growth rates of convection to cease, as required for existence of

bursting, we found that both a strong zonal flowanda strong mean temperature gradient

were required in the basic state of the linear theory. Thus, we are able to conclude that

a necessary condition for periodic bursts of convection is the existence of both mean

quantities. This is in contrast to previous work on the subject which assumed that the

bursts were controlled by the zonal flow alone. Both mean quantities must drop below

some critical value for a new burst of convection to occur.

In chapter 6 we developed a dynamical model for the bursting phenomenon that lacked

the spatial dependence of the full equations. By allowing thezonal flow and the mean

temperature gradient to evolve along with the small-scale velocity and temperature

fluctuations we were able to reproduce many of the features ofconvective bursts seen in

chapter 5. In particular, the linear theory of the simplifiedmodel showed that oscillatory

solutions were only possible if both the zonal flow and mean temperature gradient

evolution equations were included in the model.

It is not currently known if the jets of Jupiter (or any other gas giant for that matter)

possess a periodic nature. The parameter regimes we have tested suggest it may be

unlikely that the multiple jet structure of the Jovian atmosphere can coexist with bursts

of convection. However, if the high latitude jets are drivenby a different process to that

of the strong equatorial jets (Heimpelet al., 2005), it may be that some but not all jets

display an oscillation in the zonal flow strength. Further observations of the wind speeds

of the jets of the gas giants over time is required. The Juno mission is expected to launch

this year and will be placed in a polar orbit of Jupiter in order make further observations

of the planet including of the jet speeds (Matousek, 2007).

The work presented in this thesis has addressed various aspects of the interaction between

convection and zonal flows. However, there are certainly further questions that could

be asked. Perhaps the most obvious addition to the problems considered would be the

introduction of a magnetic field since the physical systems of interest are known to

possess dynamos. The rotation axis in the plane layer model could also be tilted so as
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to include the effects of the latitudinal dependence of the Coriolis force, whilst remaining

in a simplified geometry. The introduction of curved, ratherthan sloped, end walls in

the annulus model would be beneficial since this would more closely mimic spherical

geometry and also set a preference for eastward equatorial jets. Better yet, our models

could be extended to spherical geometry although this wouldcreate a significantly more

complicated problem.
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Appendix

A Differential Identities

For any vector fieldsa andb:

∇× (a × b) = a(∇ · b) + (b · ∇)a − b(∇ · a) − (a · ∇)b, (A.1)

∇× (∇× b) = ∇(∇ · b) −∇2b, (A.2)

a · ∂a
∂x

=
1

2

∂

∂x
(a · a) =

1

2

∂

∂x
|a|2. (A.3)

For vector fieldsc andd wherec = ∇× d we have

(c · ∇)c =
1

2
∇|c|2 − c × d. (A.4)

For any scalar fieldf :

∇× (∇f) = 0, (A.5)

ẑ · [∇× (∇× f ẑ)] =
∂2f

∂z2
−∇2f = −∇2

Hf, (A.6)

where the horizontal Laplacian is defined as:∇2
H = ∂2/∂x2 + ∂2/∂y2.
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B Useful identities

Beginning with the continuity equation, equation (1.9), andthe definition of the vorticity:

ζ = ∇× u we have that

∂ux

∂x
+
∂uy

∂y
+
∂uz

∂z
= 0, (B.1)

ζ =
∂uy

∂x
− ∂ux

∂y
, (B.2)

whereζ is thez-component of the vorticity. Then if we take thex-derivative of (B.1) and

they-derivative of (B.2) we have

∂2ux

∂x2
+
∂2uy

∂x∂y
+
∂2uz

∂x∂z
= 0, (B.3)

∂ζ

∂y
=

∂2uy

∂x∂y
− ∂2ux

∂y2
. (B.4)

and we can eliminateuy from these equations to give

∇2
Hux = −

(
∂ζ

∂y
+
∂2uz

∂x∂z

)
. (B.5)

Similarly taking they-derivative of (B.1) and thex-derivative of (B.2) and eliminatingux

gives

∇2
Huy =

∂ζ

∂x
− ∂2uz

∂y∂z
. (B.6)
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C Eigenfunction Identities

Let

v(x, z) =
1

2

(
v̂(z) exp(ikxx) + v̂∗(z) exp(−ikxx)

)
, (C.1)

w(x, z) =
1

2

(
ŵ(z) exp(ikxx) + ŵ∗(z) exp(−ikxx)

)
, (C.2)

wherev̂ = v̂r + v̂i andŵ = ŵr + ŵi. Then

vw =
1

4

(
v̂ŵ exp(2ikxx) + v̂ŵ∗ + v̂∗ŵ + v̂∗ŵ∗ exp(−2ikxx)

)
, (C.3)

∂v

∂x
=

ikx

2

(
v̂ exp(ikxx) − v̂∗ exp(−ikxx)

)
, (C.4)

(
∂v

∂x

)2

= −k
2
x

4

(
v̂2 exp(2ikxx) − 2v̂v̂∗ + v̂∗ exp(−2ikxx)

)
, (C.5)

∂2v

∂x2
= −k

2
x

2

(
v̂ exp(ikxx) + v̂∗ exp(−ikxx)

)
= −k2

xv, (C.6)

v
∂w

∂x
=

ikx

4

(
v̂ŵ exp(2ikxx) − v̂ŵ∗ + v̂∗ŵ − v̂∗ŵ∗ exp(−2ikxx)

)
. (C.7)

Now let ∫
dV =

∫ 1/2

−1/2

∫ π/kx

−π/kx

dxdz. (C.8)

Then forn ∈ Z and for any functionf(z)
∫
f(z) exp(nikxx)dV =

∫ 1/2

−1/2

f(z)dz

∫ π/kx

−π/kx

exp(nikxx)dx

=

∫ 1/2

−1/2

f(z)dz

[
exp(nikxx)

nikx

]π/kx

−π/kx

= 0,

where we have usedexp(niπ) = exp(−niπ). Hence, using equations (C.3 - C.7)
∫
v2dV =

1

2

∫
v̂v̂∗dV =

1

2

∫ (
v̂2

r + v̂2
i

)
dV, (C.9)

∫
vwdV =

1

4

∫
(v̂ŵ∗ + v̂∗ŵ)dV, (C.10)

∫ (
∂v

∂x

)2

dV =
k2

x

2

∫
v̂v̂∗dV =

k2
x

2

∫ (
v̂2

r + v̂2
i

)
dV, (C.11)

∫
v
∂w

∂x
dV =

ikx

4

∫ (
v̂∗ŵ − v̂ŵ∗

)
dV (C.12)

=
ikx

4

∫ (
(v̂r − iv̂i)(ŵr + iŵi) − (v̂r + iv̂i)(ŵr − iŵi)

)
dV (C.13)

=
kx

2

∫ (
v̂iŵr − v̂rŵi

)
dV. (C.14)
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